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Subband Adaptive Array for Mobile Communications with

Applications to CDMA Systems

Xuan Nam Tran

ABSTRACT

In mobile communications inter-symbol interference (ISI) and co-channel interference

(CCI) are two main factors which affect the system performance. Tapped delay line

adaptive array (TDLAA) has been realized as an effective scheme to suppress both these

types of interference. However, TDLAA exposes slow convergence rate in searching for the

optimum weights and requires large computational complexity. Subband adaptive array,

performing signal processing in the subband frequency domain, has been shown to achieve

the comparatively equivalent performance as TDLAA while overcoming those problems

of TDLAA. This thesis gives insight into the SBAA performance using theoretical anal-

ysis and proposes generalized configurations of SBAA for direct sequence code division

multiple access (DS-CDMA).

First, performance of two types of SBAA, namely, critical sampling SBAA and SBAA

combining cyclic prefix data transmission, is investigated for multipath fading channel. For

both the SBAAs, analytical models providing exact expressions for the subband signals,

optimum weights in subband, array output, and output signal-to-interference-plus-noise

ratio (SINR) are constructed. Numerical results are presented in comparison with simu-

lation results to validate the analysis.

Next, two generalized configurations of SBAA for DS-CDMA are proposed: one for the

DS-CDMA and the other for the wideband multicode DS-CDMA. Performance of the two

proposed configurations of SBAA is explored using computer simulation. The so-called

cyclic prefix spreading code CDMA is also proposed to use in combination with SBAA to

maximize diversity gain in the frequency selective channels.
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サブバンド信号処理型アダプティブアレーの理論解析と
CDMA移動通信への応用に関する研究

チャン　スワン　ナム

Tran Xuan Nam

論文概要

移動通信は、広帯域のマルチメディア・サービスを実現する新しい時代に進みつつある。そ

のような広帯域のネットワークではマルチパスフェージング及び干渉波がシステムパフォー

マンスを劣化させる要因になる。このマルチパスフェージング及び干渉波を抑圧するため

に、タップ付き遅延線 (TDL:Tapped Delay Line)型アダプティブアレー (TDLAA)がよく
使われている。TDLAAは時空間フィルタリングを適応的に行い、受信アンテナの置かれた
電波環境の中で不要波や内部雑音に対して所望波の電力比を最大化して受信機に供給するの

が特長である。しかし、最適ウェイトを算出する時の演算量が膨大になるのが欠点である。

それの対処方法としてサブバンド信号処理型アダプティブアレー (SBAA)が知られている。
　SBAAでは、各アンテナでの受信した信号をサブバンドに分割して、DFT (またはFFT)
により周波数領域に変換し、サブバンドごとに適応信号処理を行う。この方法により、分割

したサブバンドごとに並列信号処理ができ、計算量を大幅に軽減できる。　また、分割サ

ブバンド数を適当に定めることにより、効率よく遅延波の取り込みを行うことができる。特

に、最近、（所属する研究室から）提案されているサイクリックプレフィクス（CP:Cyclic
Pre¯x）を付加するシングルキャリア伝送方式に対する SBAA（SBAA-CP）では、遅延波
に対するダイバーシチ利得を最大にすることができることが計算機シミュレーションによっ

て明らかにされている。このように SBAAは、将来のアダプティブアレーのひとつの構成
法として期待されているが、その動作解析は計算機シミュレーションによるものが多く、理

論解析や最適設計手法に関する研究はまだ十分ではない。

　本研究では、マルチパスフェージング環境でのSBAA及びSBAA-CPの理論解析を行い、
性能評価や設計法の検討を行う。そして、CDMAにおける SBAAを提案し、2次元RAKE
（2D-RAKE）と比較する。さらに、次世代のマルチメディアマルチコードW-CDMAにお
ける SBAAの構成法を提案し、その性能を理論解析や計算機シミュレーションにより示す。
この論文は８章から構成されており、主な内容は第 2章のアダプティブアレーの基本、第

3章の SBAAの構成と原理、第 4章の SBAAの解析、第 5章の SBAA-CPの解析、第 6章
の CDMAにおける SBAA提案、第 7章のマルチメディアマルチコードW-CDMAにおけ
る SBAAの提案に大別される。
　第 1章は、序論であり、本論文の背景及び目的について述べる。
　第 2章では、シングルパス及びマルチパス・フェージング環境におけるアダプティブアレー
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の信号モデルを示し、ビーム・フォーミング方法を簡単に説明する。MMSE(Minimum Mean
Square Error)、MSN(Maximum Signal-to-Noise ratio)、ML(Maximum Likelihood), そし
てMV (Minimum Variance)最適化法をまとめ、LMS(Least Mean Squares)、SMI(Sample
Matrix Inversion), RLS(Recursive Least Squares)アルゴリズムなどを詳細に解説する。
　第 3章では、SBAAの構成要素であるサブバンドの分割やマルチレートフィルターなど
の概念を説明し、移動通信用 SBAAの構成を述べる。さらに、SBAAの特長と問題点を明
らかにする。

　第 4章では、評価基準として信号対干渉波・雑音比（SINR）を用い、相関行列、サブバ
ンド最適ウェイトとその演算に基づく理論的な解析手法を確立する。解析された結果より、

SINRがどのように入力 SNR及び遅延特性に依存するかを明らかにする。
　第 5章では、第 4章で確立した理論的な解析手法を用い、SBAA-CPの相関行列、サブ
バンド最適ウェイト、そして SINRの演算を行う。マルチパスフェージング環境では、遅延
広がりがCP長までの場合はダイバーシチ利得が最大になることを理論的な立場から明らか
にする。

　第６章では、CDMA における SBAA（SBAA-CDMA）構成を提案し、この SBAA-
CDMAと2D-RAKEの特性を比較する。遅延広がりがあまり大きくないチャネルではSBAA-
CDMAにより 2D-RAKEと同等のパフォーマンスが得られることを示す。
　第 7章では、マルチコードDS-CDMAへの SBAAの応用を提案し、これにより、多重
アクセスによるマルチユーザ干渉を効果的に抑えて、チャネル容量の大幅増加が可能であ

ることを明らかにする。さらに拡散コードにサイクリックプリフィックスを付ける CDMA
方式を提案し，これを SBAAと併用することでマルチパスフェージングの影響が抑えられ，
所望信号に対する最大利得を実現することができることを示す。　　　第 8章では、本研究
で得られた結論をまとめるとともに、今後の課題について述べる。
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Chapter 1

Introduction

1.1 Context of Work

Mobile communications networks are growing toward a new generation, which provides

users with integrated high speed services. In such high speed networks, inter-symbol inter-

ference (ISI) due to multipath fading and co-channel interference (CCI) due to frequency

reuse are main factors which degrade the system perforamnce.

Adaptive array utilizing space-time signal processing has been realized as an effective

scheme to suppress both these types of interference [1]. While suppression of CCI is

inherent property of adaptive array, ISI can only be mitigated by use of integrated temporal

filters or a certain signal processing method. An M -element adaptive array in essence

has (M − 1) degrees of freedom (DOF) and thus can eliminate (M − 1) interferences.

To mitigate multipath fading, tapped delayed line adaptive array (TDLAA), which is

typically composed of an M -element array antenna and K tapped delay lines (TDLs)1, has

been considered an effective scheme due to its capability to coherently combine multipath

components. The signal correlation between multipath components is always maximized

and the signal-to-interference-plus-noise ratio (SINR) of TDLAA is thus improved within

the FIR order (TDL length). However, TDLAA exposes slow convergence rate in searching

for the optimum weights and difficulty in solving both the effects of ISI and CCI as it

requires either large-scale matrix inversion or recursive computation [2, 3]. This problem

becomes even more difficult in multipath fading channel with large delay spread as a high

order FIR should be utilized.

Subband adaptive array, utilizing multirate filters to perform signal processing in the

subband frequency domain, has been recently introduced to replace TDLAA [2–19]. It has

been shown to achieve comparatively equivalent performance as TDLAA while overcoming

those problems faced by TDLAA. In other words, SBAA can effectively mitigate both ISI

1A tapped delayed line with controlled weightes is sometimes also referred to as a temporal finite
impulse response (FIR) filter.
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and CCI while having at the same time faster convergence rate and reduced computational

complexity. Furthermore, the subband structure of SBAA allows parallel processing, which

is particularly efficient in the implementation of adaptive arrays with a large number of

elements.

Up to the present, several schemes of SBAA have been introduced. These schemes can

be classified into critical sampling SBAA, oversampled SBAA and SBAA without decima-

tion based on the selection of the decimating factor. The critical sampling SBAA is the one

with decimation factor equal to the number of subbands. When the decimation factor is

smaller than the number of subbands, the SBAA is called the oversampled SBAA. Finally,

if the decimation factor is zero, the SBAA is referred to as SBAA without decimation,

although in essence SBAA without decimation is just the other way to call the frequency

domain beamforming. Since the prime objective of subband signal processing is to reduce

the computational complexity, the decimation factor should be chosen as large as possi-

ble [20], and the maximum decimation corresponding to the critical sampling SBAA is a

clever choice. The performance of the critical sampling SBAA was recently explored using

computation simulation in [6]. The results of the work show that the output SINR of the

SBAA gradually decreases as the delay spread increases. The solution to the improvement

of the SBAA performance is to use it in combination with the single carrier cyclic prefix

data transmission as proposed by Karasawa and Shinozawa in [12]. However, apart from

those obtained using computer simulation, not any results using theoretical analysis have

been available for both the critical sampling SBAA and the SBAA combining the cyclic

prefix data transmission (SABB-CP). Motivated by this open problem, in this work we

investigate the performance of both the SBAA and SBAA-CP using theoretical analysis.

Working further toward the application of SBAAs into mobile communications using

spread spectrum techniques, we found that except a very simple two-band SBAA for

spread spectrum in [4], not any other generalized configurations and performance results

were available for the direct sequence code division multiple access (DS-CDMA) scheme.

A generalized configuration of SBAA2 for DS-CDMA and, particularly, for the wideband

DS-CDMA of the next generation multimedia mobile communications networks is thus

important. We shall address this problem and propose efficient and flexible configurations

of SBAA for both DS-CDMA and wideband multirate multicode DS-CDMA in this work.

The original contributions of our work is presented in the next section.

2From hereafter SBAA otherwise stated means the SBAA using critical sampling.
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1.2 Original Contributions

Several contributions on the SBAA configurations and its performance have been made in

this work. Parts of these contributions have been published or submitted for publication.

The following list summarizes our main contributions within the scope of this work.

• Original contributions on the performance analysis of SBAA:

1. Firstly, a detailed performance analysis of SBAA in both single path and multi-

path fading environment is presented in Chapter 4. The results of the analysis

was published in the IEICE Transaction on Fundamentals, Special Section on

Digital Signal Processing, vol.E85–A, no.8, August, 2002. Parts of the re-

sults were also presented at the 2002 IEEE AP-S International Symposium and

USNC/URSI National Radio Science Meeting, San Antonio, Texas, USA, June

2002.

2. Second is the theoretical analysis of SBAA-CP in multipath fading environment

performed in Chapter 5. This analysis was published in the IEICE Transaction

on Communications, Special Issue on Software Defined Radio Technology and

Its Applications, vol.E85–B, no.12, December 2002. Also, portions of the results

were presented at The 8th IEEE International Conference on Communication

Systems, Singapore, November 2002.

• Contributions related to the applications of SBAA to DS-CDMA:

1. A generalized configuration of SBAA for DS-CDMA and its performance com-

parison with 2D RAKE in Chapter 6. This material was presented in parts at

2002 Interim International Symposium on Antennas and Propagation, Novem-

ber, Yokosuka Reserach Park, Japan and submitted to EURASIP Journal on

Applied Signal Processing for publication.

2. A flexible configuration of SBAA for wideband multirate multicode DS-CDMA

and its performance results presented in Chapter 7. These results were pub-

lished in the IEICE Transaction on Fundamentals, Special Section on Multi-

dimensional Mobile Information Networks, vol.E86–A, no.7, July 2003.

1.3 Thesis Overview

This thesis contains 8 chapters and is organized as follows.

Chapter 2 overviews fundamentals of adaptive arrays. First, the basic concepts and

classification of adaptive arrays are presented. Then the array signal model in single
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path and multipath fading environment is developed. These signal models will be used

to analyze the performance of SBAA in the following chapters. Criteria to optimize

performance of adaptive arrays and adaptive algorithms to obtain the array optimum

weights are also summarized here.

In Chapter 3, basic operations and components in multirate filters are reviewed, fol-

lowed by the applications of the multirate filters to implementation of SBAAs. Finally,

various types of SBAAs are summarized and classified based on the decimation factors

and feedback schemes. The motivations are then discussed to see what benefits can be

achieved from using SBAA in mobile communications.

The detailed performance analysis of SBAA in both single path and multipath fading

environments is presented in Chapter 4. The exact expressions for the subband signals,

subband optimum weights, SBAA output and the output SINR are derived. Various

performance results of SBAA using the theoretical analysis are also shown and validated

using computer simulation.

Chapter 5 is an extension of the theoretical analysis presented in Chapter 4 to the

SBAA-CP. Similar to Chapter 4, the derivation of the optimum weights in subbands,

SBAA-CP output and the output SINR are presented. Numerical results are shown and

verified via using computer simulation. Finally, an example of using the SBAA-CP as a

software antenna is also presented.

A generalized configuration of SBAA for DS-CDMA is proposed in Chapter 6. The

signal model for the SBAA configuration is developed and performance of the configuration

is explored using computer simulation. The RAKE function of the SBAA for DS-CDMA

is demonstrated by comparing with the standard 2D RAKE.

The proposed SBAA for DS-CDMA in Chapter 6 is extended to the wideband multirate

multicode DS-CDMA in Chapter 7. The proposed scheme’s capability to suppress multiple

access interferences (MAI), particularly, the effect of high data rate users on the low data

rate users are investigated. Furthermore, the combination of the so-called cyclic prefix

spreading code CDMA with the proposed scheme is introduced to maximize the diversity

gain in multipath fading environment.

Finally, Chapter 8 summarizes the main results of this work and concludes this thesis

by suggesting a list of open topics for the future research.
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Chapter 2

Fundamentals of Adaptive Arrays

This chapter presents principal concepts of adaptive arrays. In particular, this chapter

covers array signal model, different types of adaptive beamforming, criteria to optimize

performance, and adaptive signal processing algorithms for adaptive arrays. The benefits

of using adaptive arrays in wireless mobile communications are also discussed.

2.1 Basic Concepts

An adaptive array is a system consisting of an array of antenna elements and a real-time

adaptive processor which controls the beamforming network to automatically adjust its

control weights toward optimization of a certain criterion in accordance with a selected

algorithm [21–24]. Sometimes adaptive arrays are also referred to as adaptive antennas or

smart antennas. A typical configuration of an adaptive array is illustrated in Figure 2.1.

Antenna elements can be arranged in various geometry configurations of which the

most popular are linear, circular and planar (see Figure 2.2). A linear array consists

of array elements whose centers are aligned along a straight line. If the spacing between

consecutive array elements is equal, it is called a uniformly spaced linear array. Similarly, a

circular array contains array elements whose centers lie on a circle. Finally, a planar array

consists of array elements whose centers are placed on a single plane. While both linear

and circular arrays can only perform one-dimensional beamforming (horizontal plane),

planar arrays can be used for two-dimension (2-D) beamforming (both in vertical and

horizontal planes).

Although the geometry configurations are different the principle of adaptive arrays is

the same, and to simplify the analysis and synthesis of arrays the uniformly spaced linear

arrays are often considered. The mathematics can be then extended to other geometries

[25]. Throughout this work, therefore, we shall restrict our study to the uniformly spaced

linear arrays.
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Figure 2.1: An adaptive array with M elements.

a. Uniformly spaced linear array

b. Circular array c. Planar array

Figure 2.2: Different geometry configurations of adaptive arrays.
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2.2 Array Signal Model

Consider a uniformly spaced linear array with M elements as illustrated in Figure 2.3,

where d is the distance between adjacent elements.

w2w
mw

M

S

12mM

q

Plane wave
front

d

dsinq

Direction of
plane wave

Broadside

n t1( )n t2( )n t
m
( )n t

M
( )

w1

Figure 2.3: Signal model for adaptive arrays.

Assume that a plane wave incident at the array from a direction θ off the array broad-

side. The angle θ, measured clockwise from the array broadside, is called the direction

of arrival (DOA) or angle of arrival (AOA) of the received signal. The wavefront at the

(m + 1)th element is later than at the mth element a differential distance of d sin θ. Let

us take the first element as the reference element and let the signal at the reference el-

ement be s(t), then the phase delay of the signal at element m relative to element 1 is

(m− 1)kd sin θ, where k = 2π
λ is the wave number and λ is the wavelength. Consequently,

the received signal at the mth element xm(t) is given as

xm(t) = s(t)e−j
2π
λ

(m−1)d sin θ (2.1)

where j =
√
−1 is the imaginary unit and m = 1, 2, ...,M .

Now let us arrange xm(t) in a vector form as

x(t) =
[
x1(t) x2(t) . . . xM (t)

]T
(2.2)

and let

a(θ) =
[
1 e−j

2π
λ
d sin θ . . . e−j

2π
λ

(M−1)d sin θ
]T

(2.3)
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where [.]T denotes the vector/matrix transpose operation. Then (2.2) can be expressed as

x(t) = s(t)a(θ). (2.4)

The vector x(t) is called the array input data vector and a(θ) is referred to as the array

response vector or steering vector. The array response vector in this case depends only on

the angle of arrival. In general, it may also depend on individual element response, the

array geometry, and signal frequency. The set of array response vectors over all directions

and frequencies is known as the array manifold. For simple arrays such as uniformly spaced

linear array considered here, the array manifold can be analytically computed. In practice,

however, it is measured as point source responses over various directions and frequencies

and this process of obtaining the array manifold is referred to as array calibration.

Now, taking local noise at antenna elements into consideration the input data vector

becomes

x(t) = s(t)a(θ) + n(t), (2.5)

where the noise vector n(t) has been defined as

n(t) =
[
n1(t) n2(t) . . . nM (t)

]T
. (2.6)

It should be noted that (2.1) holds for signals with bandwidth much smaller than

the reciprocal of the propagation time across the array. Any signal which satisfies this

condition is referred to as the narrowband, otherwise it is called wideband.

We now consider the array signal model for a more general case with multipath fading

and multiuser effects. Let U denote the total number of users with signals impinging on

array and let us assume that the incident signal of the ith user si(t) contains Pi multipaths

with complex amplitudes αi,p, angles of arrival θi,p and the excess path delays τi,p, where

p is the path index and p = 1, 2, ..., Pi. The received signal vector for the ith user can be

expressed as

xi(t) =

Pi∑

p=1

αi,pa(θi,p)si,p(t− τi,p). (2.7)

Considering effects of all U users and local noise, the input data vector can be written in

a generalized form as

x(t) =
U∑

i=1

Pi∑

p=1

αi,pa(θi,p)si,p(t− τi,p) + n(t). (2.8)

In (2.7) and (2.8), the term
∑Pi

p=1 αi,pa(θi,p) is called the spatial signature vector of user i.
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2.3 Adaptive Beamforming

Beamforming is one type of signal processing used to form the array beams toward the

desired signal sources while simultaneously create nulls toward interferences. This process

of separating desired user from the interferences based on their spatial characteristics is

called spatial filtering. In the reverse or uplink (from mobile to basestation), the objective

of beamforming is to maximize the signal to interference plus noise ratio (SINR) of the

received desired signal. Similarly, beamforming is utilized in the forward or downlink

(from basestation to mobile) to maximize the transmit power of basestation to a desired

mobile, thereby maximizing SINR of the downlink. When beamforming is controlled using

adaptive signal processing, it is called adaptive beamforming. In some cases, it is desired

to steer not the beams but array nulls toward a specific location to suppress interferences.

The beamforming process in those cases is called null-forming.

A beamformer is a processor used in conjunction with an array to perform versatile

form of spatial filtering [26]. There are two types of beamformers, namely, narrowband

beamformer and broadband beamformer.

A narrowband beamformer samples input signals in spatial domain and typically used

to process narrowband signals. The configuration of a narrowband beamformer is depicted

in Figure 2.4.

x t1( )
w1

w2

wM

S

y t( )

ÝÝ
Ýß

x t2( )

x tM( )

1

2

M

Figure 2.4: Configuration of an adaptive narrowband beamformer.

The output of the narrowband beamformer is weighted linear combination of received

signals at each array element, and given by

y(t) = wHx(t), (2.9)
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where x(t) is input data vector, (.)H represents Hermitian (complex conjugate transpose)

operation of a vector/matrix, and the complex weight vector w is defined as

w =
[
w1 w2 . . . wM

]T
. (2.10)

Different from the narrowband beamformer, a broadband beamformer samples input

signals in both spatial and temporal domains and employed to process broadband signals.

A broadband beamformer is also called a spatio-temporal processor or spatio-temporal

equalizer. The structure of a broadband beamformer often contains tapped delayed lines

(TDLs) or also called transversal filters in individual array elements. If the tap spacing

is sufficiently long and the number of taps is large, the TDL approximates an ideal filter

that allows exact control of gain and phase at each frequency within the band of interest

[27]. The TDL is not only useful for providing desired adjustment of gain and phase over

the frequency band of interest for wideband signals but also suited for other purposes such

as mitigation of multipath fading and compensation for effects of finite array propagation

delay and interchannel mismatch [27]. A typical broadband beamformer using TDLs is

shown in Figure 2.5.

x t1( )

1 z -1 z -1 z -1

x t-T1( )S
x t- K T1( [ -1] )S

x t2( )

2 z -1 z -1 z -1

x t-T2( )S
x t- K T2( [ -1] )S

x tM( )

M z -1 z -1 z -1

x t-TM( )S
x t- K TM( [ -1] )S

w12w11 w1( -1)K w1K

w22w21 w2( -1)K w2K

wM2wM1 wM K( -1) wMK

S
y t( )

Figure 2.5: Broadband beamformer using tapped delay lines.

To model the broadband beamformer, arrange signals and complex weights at K TDL

10



2.3. Adaptive Beamforming

taps of antenna m as

x́m(t) =
[
xm(t) xm(t− Ts) . . . xm(t− [K − 1]Ts)

]T
, (2.11)

ẃm =
[
wm1 wm2 . . . wmK

]T
, (2.12)

and define

x(t) =
[
x́T

1 (t) x́T

2 (t) . . . x́T

M (t)
]T
, (2.13)

w =
[
ẃT

1 ẃT

2 . . . ẃT

M

]T
, (2.14)

the output of the broadband beamformer can be now expressed in exactly the same form

as of the narrowband beamformer in (2.9), that is

y(t) = wHx(t). (2.15)

The broadband beamformer using TDLs considered so far is a classical time domain

processor. Recently, fast Fourier transform (FFT) has been used to replace TDLs in

the beamformer configuration resulting in an equivalent frequency domain broadband

beamformer as shown in Figure 2.6 [26][28].
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Figure 2.6: Frequency domain beamformer using FFT.

The advantage of the frequency domain approach is achievement of reduced com-

putational load and increased convergence rate. Since the control weights are obtained
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2.4. Criteria for Performance Optimization

independently for each subband (frequency bin), the process of selecting the weights can

be performed in parallel, leading to faster weight update [28]. Moreover, when adaptive al-

gorithms such as the least mean squares (LMS) is used, different step sizes can be applied

to each subband, resulting in faster convergence [28]. Study performance of frequency

domain beamformer is one of the main objectives of this report and will be presented in

details in the following chapters.

2.4 Criteria for Performance Optimization

As we have mentioned earlier in this chapter, the adaptive processor controls the beam-

forming network to optimize the beamforming weights according to a certain criterion.

Four common criteria which are often employed to obtain optimum weights for adaptive

arrays in mobile communications are Minimum Mean Square Error (MMSE), Maximum

Signal to Interference plus Noise ratio (MSINR), Minimum Variance (MV) and Maximum

Likelihood (ML). These optimum criteria will be reviewed below.

2.4.1 Minimum Mean Square Error (MMSE)

The MMSE criterion is first considered by Widrow et al. in [21]. The criterion strives to

minimize the error between the array output signal y(t) and the desired signal s(t). In

practice, the desired signal s(t) is of course not known. However, using some techniques

such as training method or estimation based on the desired signal characteristics one can

generate a reference signal r(t) that closely approximates the desired signal to a certain

extent. Consider the input signal vector given by

x(t) = s(t)a(θ) + u(t)

= s(t) + u(t)
(2.16)

where a(θ) is the array response and u(t) is a vector containing zero mean noise and

uncorrelated interferences. For a narrowband adaptive array, the output signal is recalled

from (2.9) as

y(t) = wHx(t). (2.17)

The error signal is defined as

ε(t) = r(t) − y(t)

= r(t) − wHx(t),
(2.18)
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2.4. Criteria for Performance Optimization

and the weights are chosen to minimize the mean square error (MSE) of the error signal

E
{∣∣ε(t)

∣∣2} = E
{∣∣r(t) − wHx(t)

∣∣2}, (2.19)

where E{.} denotes the expected operation. Expanding (2.19) we have

E
{∣∣ε(t)

∣∣2} = E
{∣∣r(t)

∣∣2}− wTE
{
x∗(t)r(t)

}
− wHE

{
x(t)r∗(t)

}
+ wHE

{
x(t)xH(t)

}
w

= E
{∣∣r(t)

∣∣2}− wTr∗
xr − wHrxr + wHRxxw, (2.20)

where rxr = E
{
x(t)r∗(t)

}
and Rxx = E

{
x(t)xH(t)

}
are called the correlation vector

and the covariance matrix, respectively. Here (.)∗ denotes the complex conjugate. The

optimum weight vector can be found by setting the gradient of (2.20) with respect to w

equal to zero [29]

∇wE
{∣∣ε(t)

∣∣2} = −2rxr + 2Rxxw = 0 (2.21)

which gives the solution

wMMSE = wopt = R−1
xx rxr. (2.22)

Equation (2.22) is often referred to as the Wiener-Hopf equation or the optimum Wiener

solution [29]. By substituting (2.22) into (2.20), we have the optimum MMSE

MMSE = E
{∣∣ε(t)

∣∣2} = E
{∣∣r(t)

∣∣2}− rH

xrR
−1
xx rxr. (2.23)

2.4.2 Maximum Signal to Interference plus Noise Ratio (MSINR)

The criterion considered in this subsection is the maximum SINR. Recall (2.9) and use

(2.16), the output of the array can be expressed as

y(t) = wHx(t) = wHs(t) + wHu(t)

= ys(t) + yu(t).
(2.24)

The average output SINR is given by

SINR = E
{
|ys(t)|2
|yu(t)|2

}
= E

{
wHs(t)sH(t)w

wHu(t)uH(t)w

}
=

wHRssw

wHRuuw
, (2.25)

where Rss = E
{
s(t)sH(t)

}
and Ruu = E

{
u(t)uH(t)

}
. Taking the gradient of (2.25) with

respect to w gives

∇wSINR =
∇w(wHRssw)(wHRuuw) − (wHRssw)∇w(wHRuuw)

(wHRuuw)2

=
2Rssw(wHRuuw) − 2Ruuw(wHRssw)

(wHRuuw)2
.

(2.26)
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2.4. Criteria for Performance Optimization

The optimum weight wopt can be found by setting ∇wSINR = 0, which leads to

Rssw =
wHRssw

wHRuuw
Ruuw = SINRRuuw. (2.27)

If Ruu is invertible, then (2.27) can be rewritten as

R−1
uuRssw = SINRw, (2.28)

which is the generalized eigenproblem. Note that the value on the right hand side of

(2.26) is bounded by the maximum and minimum eigenvalues of R−1
uuRss. The maximum

eigenvalue λmax satisfies the following condition

R−1
uuRssw = λmaxw (2.29)

Compare (2.28) with (2.29), it is clear that λmax is the optimum value of SINR. Corre-

sponding to this λmax there is only one eigenvector wopt given by

wopt =
R−1
uuRsswopt

SINR
=

R−1
uuE

{
s(t)a(θ)s(t)aH(θ)

}
wopt

SINR

=
R−1
uua(θ)aH(θ)woptE

{
|s(t)|2

}

SINR
.

(2.30)

Define

β =
aH(θ)woptE

{
|s(t)|2

}

SINR
, (2.31)

then the optimum weight vector can be expressed in a similar form of the Wiener-Hopf

equation as

wSINR = wopt = βR−1
uua(θ). (2.32)

2.4.3 Maximum Likelihood (ML)

Recall again the input signal vector from (2.16)

x(t) = s(t)a(θ) + u(t)

= s(t) + u(t)
(2.33)

and define the probability density function for s(t) given x(t) as p
x(t)|s(t){x(t)}. Given

x(t), it is desired to maximize p
x(t)|s(t){s(t)}. Since the natural logarithm is a monotone

function, increasing p
x(t)|s(t){x(t)} is equivalent with increasing ln

[
p

x(t)|s(t){x(t)}
]
. Thus

the likelihood function of x(t) can be defined as

L[x(t)] = − ln
[
p

x(t)|s(t){x(t)}
]

(2.34)
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2.4. Criteria for Performance Optimization

Assume that the u(t) is a stationary zero mean Gaussian vector with a covariance matrix

Ruu, and that x(t) is a Gaussian random vector with mean s(t)a(θ). The likelihood

function can be expressed as [27]

L[x(t)] = c
[
x(t) − a(θ)s(t)

]H
R−1
uu

[
x(t) − a(θ)s(t)

]
(2.35)

where c is a scalar constant independent of x(t) and s(t).

Our objective is to find an estimate ŝ(t) of s(t) which minimizes (2.35). Setting the

partial derivative of L[x(t)] with respect to s(t) to zero [27]

∂L[x(t)]

∂s(t)
= −2aH(θ)R−1

uux(t) + 2ŝ(t)aH(θ)R−1
uua(θ) = 0 (2.36)

and note that aH(θ)R−1
uua(θ) is a scalar, it follows that

ŝ(t) =
aH(θ)R−1

uu

aH(θ)R−1
uua(θ)

x(t). (2.37)

Comparing (2.37) with (2.9), it is easy to realize that the optimum weight vector wopt

using ML criterion is given by

wML = wopt =
R−1
uua(θ)

aH(θ)R−1
uua(θ)

. (2.38)

Define

β =
1

aH(θ)R−1
uua(θ)

(2.39)

then the optimal weight vector using ML criterion can be expressed in the similar form of

the Wiener-Hopf equation as

wML = βR−1
uua(θ). (2.40)

2.4.4 Minimum Variance (MV)

Minimum variance (ML), also known as linear constrained minimum variance (LCMV), is

used when the desired signal and its direction are both known. Recall beamformer output

from (2.9)

y(t) = wHx(t) = wHs(t) + wHu(t)

= wHa(θ)s(t) + wHu(t)
(2.41)

In order to obtain the desired signal with a specific gain in a given direction, we can use

a constraint [29]

wHa(θ) = g. (2.42)
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2.5. Adaptive Algorithms

Substitute (2.42) into (2.41), we obtain the array output subject to the constraint as [30]

y(t) = gs(t) + wHu(t) (2.43)

Since u(t) is assumed to be uncorrelated and zero mean Gaussian, we have E{y(t)} =

gs(t). The variance of the array output then is given by

var
{
y(t)

}
= E

{[
y(t) − gs(t)

][
y(t) − gs(t)

]∗}

= E
{

wHu(t)
[
wHu(t)]H

}

= wHRuuw

(2.44)

Now using the method of Lagrange, we have

∇w

{
wHRuuw − β

[
g − wHa(θ)

]}
= 0 (2.45)

or equivalently,

Ruuw − βa(θ) = 0. (2.46)

If Ruu is invertible the optimum weight vector using MV criterion can be expressed as

wMV = βR−1
uua(θ), (2.47)

where [29, 30]

β =
g

aH(θ)R−1
uua(θ)

. (2.48)

When g = 1, the MV beamformer is often referred to as the minimum variance distortion-

less response (MVDR) beamformer, or the Capon beamformer [29].

2.5 Adaptive Algorithms

2.5.1 Least Mean Square (LMS)

The least mean square (LMS) is the most popular adaptive algorithm for continuous

adaptation [29]. The algorithm is based on the steepest-descent method [31], which chooses

the weight vector to minimize the ensemble average of the error squares toward the MSE.

Using the steepest decent method, the updated weight vector at time (n+ 1) is given by

[29]

w(n+ 1) = w(n) − µ

2
∇E{ε2(n)}, (2.49)

where µ is the step size which controls the convergence characteristics of w(n)

0 < µ <
1

λmax
. (2.50)
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2.5. Adaptive Algorithms

Here λmax is the largest eigenvalue of the covariance matrix Rxx. From (2.21) we have

∇E{ε2(n)} = −2rxr + 2Rxxw(n) (2.51)

Replacing (2.51) into (2.49), we have

w(n+ 1) = w(n) + µ[rxr − Rxxw(n)]. (2.52)

In order to update the optimum weight using (2.52), it is necessary to know in advance

both Rxx and rxr, and it is better to use their instantaneous values

Rxx(n) = x(n)xH(n)

rxr(n) = x(n)r∗(n)
(2.53)

Thus (2.52) now becomes

w(n+ 1) = w(n) + µx(n)[r∗(n) − xH(n)w(n)]

= w(n) + µx(n)[r∗(n) − y∗(n)]

= w(n) + µx(n)ε∗(n).

(2.54)

It is noted that the convergence rate of the LMS algorithm depends on the step size µ

and correspondingly on the eigenvalue spread of the covariance matrix Rxx. An example

illustrating the LMS convergence characteristic (learning curve) is shown in Figure 2.7
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Figure 2.7: An example of the LMS learning curve. Linear array antenna with d = λ/2,

m = 4, µ = 0.005, and Input SNR = 0dB
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2.5. Adaptive Algorithms

2.5.2 Sample Matrix Inversion (SMI)

If the desired and reference signals are both known a priori, then the optimal weights

could be computed using the direct inversion of the covariance matrix Rxx as in (2.22).

Since the desired and reference signals are not known in practice it is possible to use their

estimates from the input data vector as [32]

Rxx(n) =
1

n

n∑

i=1

x(i)xH(i)

rxr(n) =
1

n

n∑

i=1

x(i)r∗(i)

(2.55)

From (2.22), it follows that the estimated weight vector using the SMI algorithm is given

by

w(n) = R−1
xx (n)rxr(n). (2.56)

It is noted that the SMI is a block-adaptive algorithm and has been shown to be the

fastest algorithm for estimating the optimum weight vector [23]. However, it suffers the

problems of increased computational complexity and numerical instability due to inversion

of a large matrix [29].

2.5.3 Recursive Least Squares (RLS)

The RLS algorithm uses least squares to estimates the weight vector, that is to choose the

weight vector which minimizes a cost function of the sum of the error squares over a time

window

Q(n) =
n∑

i=1

γn−i|ε(i)|2 (2.57)

where the error function ε(i) is defined in (2.18) and 0 < γ < 1 is the forgetting factor.

Using the least squares method, the covariance matrix and correlation vector are given by

[29]

Rxx(n) =
n∑

i=1

γn−ix(i)xH(i) (2.58)

rxr(n) =
n∑

i=1

γn−ix(i)r∗(i), (2.59)
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Factoring out the terms corresponding to i = n, (2.58) and (2.59) become

Rxx(n) =
n−1∑

i=1

γ(n−1)−iγx(i)xH(i) + x(n)xH(n) = γRxx(n− 1) + x(i)xH(i) (2.60)

rxr(n) =
n−1∑

i=1

γ(n−1)−iγx(i)r∗(i) + x(i)r∗(i) = γr(n− 1) + x(n)r∗(n). (2.61)

Apply Woodbury’s Identity, we can obtain the inversion of the covariance matrix as follows

[29]

R−1
xx (n) = γ−1

[
R−1
xx (n− 1) − q(n)x(n)R−1

xx (n− 1)
]

(2.62)

where,

q(n) =
γ−1R−1

xx (n− 1)x(n)

1 + γ−1xH(n)R−1
xx (n− 1)x(n)

. (2.63)

The estimated weight vector can be updated using (2.22) as

w(n) = R−1
xx (n)rxr(n)

= γ−1
[
R−1
xx (n− 1) − q(n)x(n)R−1

xx (n− 1)
][
γr(n− 1) + x(n)r∗(n)

] (2.64)

which finally gives us [29]

w(n) = w(n− 1) + q(n)
[
r∗(n) − wH(n− 1)x(n)

]
(2.65)

Since the RLS algorithm utilizes information from the initial sample to estimate the weight,

it is an order of magnitude faster then that of the LMS algorithm [33]. However, this

convergence improvement is achieved at the expense of the increased computational com-

plexity. An example of the convergence characteristic of the RLS algorithm is depicted in

Figure 2.8

2.6 Benefits of Using Adaptive Arrays

Use of adaptive arrays brings various benefits for mobile communications and has been

widely discussed in the literature [29, 34, 35]. Some of the benefits are summarized below.

2.6.1 Improved Signal Quality

Due to using multiple elements adaptive arrays can provide additional antenna (array)

gain, which depends on the number of utilized array elements. This, consequently, leads

to improved SINR. Define the input SNR as SNRin than if the number of interferences is
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Figure 2.8: An example of the RLS learning curve. Linear array antenna with d = λ/2, m = 4,
γ = 0.999, and Input SNR = 0dB

smaller than the number of degree of freedom DoF = M − 1 the output SINR in a single

propagation environment (without multipath fading) can be found as

SINRout = M · SNRin, (2.66)

or

SINRout[dB] = 10 log10M + SNRin[dB], (2.67)

where M is the number of array elements.

In the multipath fading environment, if signal processing is used in both the spatial

and temporal domains such as the case of the broadband beamformer more diversity gain

could be achieved depending on the number of taps in the employed TDLs and fading

characteristics. Take a simple case of 2-path model as an example. When the two paths

are spatially uncorrelated, for example, the preceding and delayed rays coming from 0◦

and 30◦, respectively, the output SINR is estimated as

SINRout[dB] = 10 log10M + 10 log10(2) + SNRin[dB]. (2.68)

This means that additional 3dB diversity gain has been obtained in multipath fading

environment. The richer the multipath fading environment is, the more diversity gain

can be achieved. Figure 2.9 plots the output SNR versus the number of employed array

elements.
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Figure 2.9: Output SNR versus number of array elements

2.6.2 Extended Coverage

From (2.67), it is clear that the array gain achieved by an adaptive array is

G = 10 log10M. (2.69)

This additional gain allows to extend the coverage of the basestation. When the angular

spread is small and the path loss is modelled with exponent α, the range extension factor

(REF) is given by [34]

REF =
rarray
rconv

= M
1
α , (2.70)

where rconv and rarray are the range covered by the conventional antenna (with single

element) and the array antenna (with multiple elements), respectively. The extended area

coverage factor (ECF) is [34]

ECF =

(
rarray
rconv

)2

= REF2. (2.71)

Figure 2.10 shows that with an 6 element array, the coverage area is almost double

compared with single antenna case for α = 5. Since the inverse of the ECF represents the

reduction factor in number of basestation required to cover the same area using a single

antenna [34], it is clear that using adaptive arrays can significantly reduce the number

of basestations. For example, for the above mentioned case with α = 5, the number of

basestation can be reduced to only one half of the original number.
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Figure 2.10: Improvement of area coverage by adaptive arrays.

2.6.3 Reduced Transmit Power

We have seen in section 2.6.1 that use of adaptive arrays can provide a large array gain.

This gain, consequently leads to the reduction in required transmit power of the basesta-

tion. If the required reception sensitivity is kept the same, then the power requirement

of a basestation employed an M -element array is reduced to M−1 and correspondingly

the required output power of the basestation power amplifier can be reduced to M−2[34].

The reduction in the transmit power is beneficial to user’s health and implementation cost

since high frequency power amplifiers are often very expensive.

2.7 Summary

We have provided an overview of adaptive arrays for mobile communications. The array

signal models for both single and multipath fading environments were developed. More-

over, structures of both the narrowband and broadband beamforming were described. It

was shown that the array output of both the beamformer can be expressed in the same

multiplication form of the input signal and array weight vectors. The conventional time

domain broadband beamforming was also shown to be equivalently replaced by a frequency

domain beamformer having reduced computational load and faster convergence rate.

Discussing on how to optimize the optimum array performance, four criteria, namely,

MMSE, MSINR, MV and ML were taken for investigation. It was shown that all the four

criteria can be expressed in the same form of the well-known Wiener-Hopf equation.

In addition, three common adaptive algorithms were discussed. It was shown that the
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2.7. Summary

SMI algorithm is the fastest algorithm sacrificing computational complexity and instabil-

ity. Although the convergence rate is slow and depends on the eigenvalue spread of the

signal covariance matrix, the LMS algorithm is most efficient in term of the computational

complexity.

Finally, we have shown that using adaptive arrays can bring great benefits for mobile

communications. Improvement of signal quality, coverage area, channel capacity and

reduced transmit power was explained.
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Chapter 3

Subband Adaptive Arrays for Mobile

Communications

This chapter presents the principle of SBAA for mobile communications. Basic operations

and components in the multirate filter structure such as decimator, expander, analysis

and synthesis filters are introduced. Different representations of analysis and synthesis

filters using polyphase decomposition and noble identities are also presented. Furthermore,

different configurations of SBAA are reviewed to show the most suitable one for mobile

communications. Finally, motivation to use SBAA in mobile communications is discussed.

3.1 Basic Theory of Multirate Filters

Subband adaptive arrays are built on multirate digital filters, which comprise of analysis

and synthesis parts [33, 36]. The analysis part contains a bank of decimators ↓K and

an analysis filter. The synthesis part, operated inversely, includes a synthesis filter and a

bank of expanders ↑K. Figure 3.1 depicts a multirate digital filter.
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Figure 3.1: Multirate digital filter.
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n

x n( )

n

y n( )

(a)

(b)

Figure 3.2: Decimation process with K = 2. (a) Original signal. (b) Decimated signal.

3.1.1 Decimators and Expanders

The decimators down-sample the input signals with decimation rate K. Using the discrete

time notation, if the signal x(n) is put through a decimator with decimation rate K as in

Figure 3.3.a then only every Kth sample is retained at the output signal y(n), that is

y(n) = x(Kn). (3.1)

The decimation operation with K = 2 is depicted in Figure 3.2, where the output signal

y(n) contains only odd samples of the input signal x(n).

K

x n( ) y n( )

K

x n( ) y n( )

(a) Decimation (b) Expander

Figure 3.3: Basic multirate operations.

Contrary to the decimator, the expanders up-sample the input signal with expansion

rate K. The expanded signal y(n) from the input signal x(n) is

y(n) =




x( nK ) if n is an integer multiple of K

0 otherwise
. (3.2)

Figure 3.4 shows an example of expansion process with K = 2, where the expander inserts

(K−1) zeros between adjacent original samples. A filter is followed to convert zero-valued

samples of the expanders into interpolated samples and complete the interpolation.
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3.1. Basic Theory of Multirate Filters

Table 3.1: Classification of multirate filters.

Decimation rate Type of multirate filters

K = N Critically sampled filters

K < N Oversampled filters

K = 1 Filters without decimation.
(Frequency domain filter)

n

x n( )
n

y n( )

(a)

(b)

Figure 3.4: Expansion process with K = 2. (a) Original signal. (b) Expended signal.

In (3.1) and (3.2), the decimation and expansion rate K is often selected as an integer.

The fractional values of K which correspond to the non-uniform sampling [37] is also

possible, however, not considered in this work. Since each subband signal covers only a

portion of frequency spectrum, in order to avoid aliasing and thus reconstruct perfectly

the output signal y(t), the selection of the decimation rate K should meet the condition

K ≤ N . Based on the relation between the decimation rateK and the number of subbands

N , multirate filters can be classified into 3 types as in Table 3.1. Since the main objective of

subband signal processing is to reduce the computational complexity, the decimation rate

K should be equal (critical sampling multirate filter [38–40]) or closely equal (oversampled

subband adaptive filter [20, 41]) to the number of subbands N . For this reason, this work

will mainly focus on the critical sampling, i.e., K = N .

3.1.2 Analysis and Synthesis Filter Banks

The analysis and synthesis filter banks are banks comprised of K digital filters with the

transfer function Hk(z) and Fk(z), respectively [33, 36, 42]. Since we are considering the

critical sampling case, i.e., K = N , the analysis filter bank splits the input signal x(n)

into K subband signals xk(n) as shown in Figure 3.1. The synthesis filter banks, on
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Figure 3.5: A typical response of a uniform DFT filter bank.

the other hand, combines K subband signals yk(n) into the reconstructed signal y(n).

There are several types of filter banks among which the most popular one is the discrete

fourier transform (DFT) uniform filter bank in which all the channels have the same

bandwidths and sampling rates [42]. This is because uniform filter banks can be practically

implemented with the aid of a fast transform algorithm such as fast Fourier transform

(FFT) resulting in uniform FFT filter banks. A typical response of a DFT filter bank

with K = 4 is illustrated in Figure 3.5. The combination of DFT filter bank and critical

sampling results in the frequency domain block processing which is of our particular interest

in this work. Other types of filter banks such as nonuniform, uniform single side-band

(SSB) and quadrature mirror filter (QMF) banks will not be considered.

3.1.3 Polyphase Decomposition and Noble Identities

Let Hk(z) =
∑∞

n=−∞ h(n)z−n be the transfer function of a digital filter. Hk(z) can be

rewritten as

Hk(z) =[. . .+ h(−4)z4 + h(−2)z2 + h(0) + h(2)z−2 + h(4)z−4 + . . .]

+z−1[. . .+ h(−3)z4 + h(−1)z2 + h(1) + h(3)z−2 + . . .]
(3.3)

Denote Hk|0(z) =
∑∞

n=−∞ h(2n)z−n and Hk|1(z) =
∑∞

n=−∞ h(2n + 1)z−n, then we can

express (3.3) as

Hk(z) = Hk|0(z
2) + z−1Hk|1(z

2), (3.4)

where we have grouped the impulse response coefficients into even numbered samples

h(2n) and odd numbered samples h(2n + 1). Similarly, it is possible to write Hk(z) in a

form of K components as [36]

Hk(z) =
K−1∑

n=0

z−nHk|n(z
N ), (3.5)

where index n has been redefined from previous equations. This representation of Hk(z)

is called polyphase decompositions and Hk|n(z
N ) are called polyphase components. Using

the polyphase representations, the analysis filter bank can be expressed as [20]

h(z) = H(zK)
[
1 z−1 . . . z−(K−1)

]T
(3.6)
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where

H(z) =




H0|0(z) H0|1(z) . . . H0|K−1(z)

H1|0(z) H1|1(z) . . . H1|K−1(z)
...

...
. . .

...

HK−1|0(z) HK−1|1(z) . . . HK−1|K−1(z)




(3.7)

Using the similar approach, the synthesis filter bank with

Gk(x) =
K−1∑

n=0

z−(N−1−n)Gn|k(z
N ) (3.8)

can be express as [20]

gT(z) =
[
z−(N−1) z−(N−2) . . . 1

]
G(zN ) (3.9)

where

G(z) =




G0|0(z) G0|1(z) . . . G0|K−1(z)

G1|0(z) G1|1(z) . . . G1|K−1(z)
...

...
. . .

...

GK−1|0(z) GK−1|1(z) . . . GK−1|K−1(z)




(3.10)
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Figure 3.7: Noble identities

The polyphase representations of aK-channel analysis and synthesis filter banks are shown

in Figure 3.6.(a).

Noble identities: The first noble identity states that a cascade of a decimator ↓K
followed by a transfer function H(z) is equivalent to a cascade of a transfer function

H(zK) followed by a decimator ↓K. The identity is depicted in Figure 3.7.a. The second

noble identity can be stated similarly and illustrated in Figure 3.7.b. The representation

of analysis and synthesis filter banks using polyphase and noble identities is shown in

Figure 3.6.(b).

3.2 Subband Adaptive Arrays for Mobile Communications

3.2.1 Subband Adaptive Array Configurations

A typical configuration of SBAA is illustrated in Figure 3.8. The received signals from

each array element are first put through receive modules to convert to baseband and then

converted into digital samples using an analog-to-digital (A/D) converter. For simplicity,

we have simplified the receive modules and A/D converters from the configuration of

the SBAA. Also, to keep the signal model similar with that used in Chapter 2 we use

t as the discrete time notation for SBAA. Denote the receive signal at the mth array

element at time t as xm(t). Each signal xm(t) is decomposed into K subband signals

and converted into the frequency domain using the FFT filter bank. The adaptive signal

processing is then carried out in subbands to obtain the optimum weight vector for each

subband w̃(k). To do so the reference signal is also converted into the frequency domain

subband signal using the same method for the received signal. After being multiplied with

the optimum weights, the weighted samples are combined corresponding to each subband.

The combined samples are then converted back into the time domain using the IFFT filter

bank. Finally, the interpolation with expansion rate K is applied to get the array output

signal y(t). Based on the selection of the decimation rate, SBAAs can be classified into the

SBAA with decimation and SBAA without decimation [43]. Similar to the classification
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Figure 3.8: Subband adaptive array configuration.

Table 3.2: Classification of subband adaptive arrays.

Global Local Partial

Without decimation Type 1 Type 2 Type 3

With decimation NRa Type 4 NR

aNR: Not realizable

of the multirate filters, in the case of SBAAs with decimation, if the decimation rate is

equal to the number of subbands, i.e., K = N , it is called the critical sampling SBAAs;

otherwise it is the oversampled SBAAs for K < N .

Another method to classify SBAA is based on the definition of the feedback signal to

update weights in subbands. Using this method, SBAAs are divided into three different

groups, namely, global feedback, local feedback and partial feedback schemes [10, 13]. In

the global feedback SBAAs, the feedback signal is taken from the array output signal

y(t). Thus the reference signal in this case is not necessarily converted into subbands.

This type of SBAAs, however, is only realized for the SBAA without decimation. When

the feedback is extracted from the combined signals such as shown in Figure 3.8, it is

called the local feedback SBAA. The so-called partial feedback, where a certain number of

subbands are grouped with one another, is a generalization of both the local feedback and
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global feedback schemes. As with the global feedback type, the partial feedback SBAA

exists only for the SBAA without decimation.

In implementation when both the criteria are considered, there are four distinct types

of SBAAs as summarized in Table 3.2. Since performance of of Types 1, 2, and 3 was

analyzed in [10], our interest in this work is mainly focused on Type 4 and, particularly,

for the critical sampling SBAA with local feedback scheme.

3.2.2 Motivations

ISI and ICI mitigation capability

As we have mentioned earlier, in mobile communications ISIs and CCIs are two main

factors which degrade the system performance. Adaptive arrays as a spatial filter have

been shown to have capability to suppress CCIs within the array degree of freedom (DOF)

[23, 24]. For an M -element array, the DOF is

DOF = M − 1 (3.11)

and the array can effectively cancel (M −1) interferences. For ISIs, since the conventional

adaptive arrays using narrowband beamforming processes the input signal only in spatial

domain it does not have capability to mitigate delay spread in the frequency selective

channels. The solution is to use adaptive arrays in combination with temporal filters using

TDLs such as broadband beamforming adaptive arrays [27, 43]. The TDL adaptive arrays

(TDLAAs) work as a spatio-temporal equalizer and thus can effectively suppress both

CCIs and ISIs. However, resolving simultaneously both CCI and ISI is a difficult task for

TDLAAs since it requires either large-scale matrix inversion or recursive computation [2].

Moreover, as the adaptive processing is done in full band, TDLAAs suffer slow convergence

in searching for optimum weights [16]. In severe multipath fading environments these

problems become even more serious as longer order temporal filters are required. In

such cases, SBAA has been shown to outperform the conventional TDLAA [2, 4–10, 13–

19, 44, 45].

Subband adaptive array, which is comprised of an integrated adaptive array and muti-

rate filter banks , was shown to achieve the same objective as TDLAA while more efficient

in implementation [2]. In SBAA, the frequency band of the received signal is first decom-

posed into smaller subbands and then adaptive signal processing is performed in subbands

to obtain the optimum weights. Due to the subband decomposition, the spatio-temporal

equalization is converted into a number of simple spatial equalizers which can be imple-

mented in parallel [2]. As a result, both the problems of the slow convergence rate and

the computational complexity can be resolved. Furthermore, if the multirate filter banks
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Figure 3.9: Signal correlation enhancement versus number of subbands

are properly designed then signal correlation can be significantly increased. This helps

to mitigate the effect of multipath fading occurred in both the desired and interference

signals [2].

In order to show how SBAAs can enhance the signal correlation, let us use the auto-

correlation function r(k)(τ) and signal correlation coefficient ρ(k)(τ) at the kth subband

derived in [2] for the DFT filter banks as

r(k)(τ) =
K−1∑

n=0

K−1∑

n=0

Bsinc(Bτ − n+m)e−j2π(m−n)k/K , (3.12)

and

ρ(k)(τ) = αr(k)(τ)/r(k)(0), (3.13)

where B is the signal bandwidth and K is number of subbands. Figure 3.9 illustrates the

signal correlation coefficient at the first subband (k = 0), with Bτ = 1. It is noticed from

the figure that as the number of subband increases, signal correlation is greatly improved.

When the number of subbands equals to 32, we can obtain almost full signal correlation.

Reduced computational complexity

The main difference between TDLAA and SBAA is their processing modes. While TDLAA

processes the input signal on sample-by-sample basis, this is done on subband block-by-

block mode by SBAA. As a result, SBAA requires less computational operations and than

TDLAA. For a K-tap and M -element array antenna, the TDLAA employing the sample
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matrix inversion (SMI) algorithm requires (KM)3 multiplications for each weight update.

The SBAA with K subbands, on the other hand, needs only KM 3 multiplications [43].

As DFT/IDFT are often implemented using efficient FFT/IFFT filter banks, 2K log2K

more multiplications are needed by the SBAA. The total computational load required by

the SBAA is K(M3 + 2 log2K). In wideband communications, the propagation channel

often encounters multipath fading with large delay spread. This leads to the use of high

order temporal filters, that is, with a large number of taps K. In this case (KM)3 �
K(M3 + 2 log2K) and thus use of SBAA can help to reduce a significant amount of

computational complexity. Figure 3.10 compares the computational complexity of the

TDLAA and SBAA using SMI algorithm with M = 4. As can be seen in the figure, when

32 TDL taps are employed, the TDLAA requires 13824 multiplication, while that of SBAA

is only about 415. The resulting complexity reduction by the SBAA is thus approximately

33 times.

3.3 Summary

Basic operations and components of multirate filters and SBAA were presented. It was

shown that the critical sampling is the most suitable choice for SBAA. Different configu-

rations of SBAA were reviewed to see that in case the critical sampling is used, only the

local feedback is realizable. The critical sampling SBAA using local feedback scheme will

be focused in this work.

The motivations of using SBAA in mobile communications were also discussed. It was

33



3.3. Summary

shown that SBAA can effectively mitigate both ISI and CCI while having greatly reduced

computational complexity. The use of SBAA is thus of great benefits.
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Chapter 4

Performance of Subband Adaptive Array

In this chapter, the output SINR is taken as a criterion to investigate the performance

of SBAA using critical sampling and local feedback scheme in both the single path prop-

agation and multipath frequency selective fading channel. For both the cases, the exact

expressions for the subband signals, optimal subband weights and the output SINR of

the SBAA are derived. The output SINR of the SBAA is also compared with that of the

SBAA without using decimation.

4.1 Performance of SBAA in Single Path Environment.

4.1.1 Assumptions

Consider a general case of a critical sampling SBAA with local feedback scheme as il-

lustrated in Figure 4.1. The linear array is comprised of M isotropic elements which are

uniformly placed apart a distance of d. The subband decomposition is done by decimating

the received signal with decimation rate K, which is equal to the number of subbands.

The analysis and synthesis filter banks employ the FFT and the IFFT as efficient imple-

mentations of DFT and IDFT filters.

To reduce the complexity in analyzing the performance of SBAA, we strict our analysis

to the T -spaced equalization, i.e., the received signal is sampled at the symbol rate [33, 46].

The principle of the SBAA is thus analogous to the block FFT processing adaptive array

considered by Compton in [43]. The initial assumptions for the analysis are as follows:

(A1) The received signals at the mth element sm(t) with arrival angle θ measured clock-

wise from the broadside of the array is a zero mean stationary process with average

power ξ2 = E
{
|sm(t)|2

}
. The received signal is also assumed narrowband with the

relative bandwidth B = ∆f/fc � 1, where fc is the carrier frequency and ∆f is the

signal bandwidth.
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Figure 4.1: Subband adaptive array using FFT/IFFT filter banks

(A2) Noise in each array element nm(t) contains only the thermal noise and is statistically

independent and identically distributed (i.i.d.) Gaussian process with average power

σ2 = E
{
|nm(t)|2

}
.

(A3) The reference signal r(t) is assumed available, and is an ideal replica of the received

signal at the first antenna s1(t) with normalized power so that the amplitude change

of s1(t) does not affect the reference signal, i.e., r(t) = 1
ξ s1(t).

(A4) The delay of each TDL tap is equal to the symbol duration, i.e., z−1 = Ts, where

Ts is symbol duration.

4.1.2 Signal Model

Since the received signal is assumed stationary, the output of the antenna array is thus

also stationary. The output SINR of the SBAA at each data block of signal is thus the
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same, and the overall output SINR of SBAA is equal to the mean value of the SINR at

each block of the received signal. Assume that, at time t, the received signal at the mth

antenna is given by sm(t). The vector of signal arriving at the array is given by

x(t) = s1(t)a(θ) + n(t)

= s(t) + n(t),
(4.1)

where the array response vector a(θ) is given by

a(θ) =
[
1 e−j

2πd
λ

sin(θ) . . . e−j(M−1) 2πd
λ

sin(θ)
]T
. (4.2)

Let us define the phase components in the array response vector by

ψ =
2πd

λ
sin(θ), (4.3)

then a(θ) can be expressed in a simpler form as

a(θ) =
[
1 e−jψ . . . e−j(M−1)ψ

]T
. (4.4)

In (4.1) the complex signal vector s(t) and noise vector n(t) are given by

s(t) =
[
s1(t) s2(t) · · · sM (t)

]T
, (4.5)

n(t) =
[
n1(t) n2(t) · · · nM (t)

]T
. (4.6)

Because the critical sampling is assumed, the process of decomposing the received

signal into subbands is equivalent to the operation of serial to parallel conversion. The

element signal vectors of the received signal sm(t) and local noise nm(t) at the mth array

element after decimation can be expressed as

sm(t) =




s1(t)e
−j(m−1)ψ

s1(t− Ts)e
−j(m−1)ψ

...

s1(t− [K − 1]Ts)e
−j(m−1)ψ




(4.7)

= s̄(t)e−j(m−1)ψ,

and

nm(t) =




nm(t)

nm(t− Ts)
...

nm(t− [K − 1]Ts)



, (4.8)
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respectively.

The element signal vector is then given by

xm(t) = sm(t) + nm(t). (4.9)

After taking FFT, the frequency samples at the nth subband of the mth array element

are given by

x̃(n)
m =

K∑

k=1

xm(t− [k − 1]Ts)En,k

=
K∑

k=1

{
sm(t− [k − 1]Ts) + nm(t− [k − 1]Ts)

}
En,k,

(4.10)

where we have defined

En,k = e−j
2π
K

(n−1)(k−1). (4.11)

The subband signal vectors at the nth subband in the frequency domain can be now

written as

x̃(n) = s̃(n) + ñ(n), (4.12)

where

s̃(n) =




∑K
k=1 s1(t− [k − 1]Ts)En,k∑K
k=1 s1(t− [k − 1]Ts)En,ke

−jψ

...
∑K

k=1 s1(t− [k − 1]Ts)En,ke
−j(M−1)ψ



, (4.13)

and

ñ(n) =




∑K
k=1 n1(t− [k − 1]Ts)En,k∑K
k=1 n2(t− [k − 1]Ts)En,k

...
∑K

k=1 nM (t− [k − 1]Ts)En,k



. (4.14)

4.1.3 Subband Optimum Weights

When the MMSE is taken as a criterion to maximize the output SINR, the optimal weight

vectors in subbands can be calculated by using the Wiener-Hopf solution given by

w̃(n) =
(
R̃

(n)
)−1

p̃(n), (4.15)
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where R̃
(n)

and p̃(n) are the covariance matrices and the correlation vectors at subband

n, respectively. The signal covariance matrices R̃
(n)

which has M ×M dimensions can be

expressed as

R̃
(n)

= E
{(

x̃(n)
)∗(

x̃(n)
)T}

=




E
{(
x̃

(n)
1

)∗
x̃

(n)
1

}
E
{(
x̃

(n)
1

)∗
x̃

(n)
2

}
. . . E

{(
x̃

(n)
1

)∗
x̃

(n)
M

}

E
{(
x̃

(n)
2

)∗
x̃

(n)
1

}
E
{(
x̃

(n)
2

)∗
x̃

(n)
2

}
. . . E

{(
x̃

(n)
2

)∗
x̃

(n)
M

}

...
...

. . .
...

E
{(
x̃

(n)
M

)∗
x̃

(n)
1

}
E
{(
x̃

(n)
M

)∗
x̃

(n)
2

}
. . . E

{(
x̃

(n)
M

)∗
x̃

(n)
M

}




(4.16)

with ε
(n)
mv being the element at the mth row and vth column computed as

ε(n)
mm = E

{(
x̃(n)
m

)∗
x̃(n)
m

}
= Kξ2 +Kσ2, (4.17)

ε(n)
mv = E

{(
x̃(n)
m

)∗
x̃(n)
v

}
= Kξ2ej(m−v)ψ, (m 6= v). (4.18)

After some mathematical manipulations, the signal covariance matrices in subbands are

straightforwardly given by

R̃
(n)

=




Kξ2 +Kσ2 Kξ2e−jψ . . . Kξ2e−j(M−1)ψ

Kξ2ejψ Kξ2 +Kσ2 . . . Kξ2e−j(M−2)ψ

...
...

. . .
...

Kξ2ej(M−1)ψ Kξ2ej(M−2)ψ . . . Kξ2 +Kσ2



. (4.19)

From (4.19) the determinants of the signal covariance matrices R̃
(n)

are given by

det
(
R̃

(n)
)

= KM
(
Mξ2σ2(M−1) + σ2M

)
. (4.20)

Now using (4.19) and (4.20) the inverse signal covariance matrices are calculated and given

by

(
R̃

(n)
)−1

=
KM−1σ2(M−2)

det
(
R̃

(n)
)




(M − 1)ξ2 + σ2 −ξ2e−jψ . . . −ξ2e−j(M−1)ψ

−ξ2ejψ (M − 1)ξ2 + σ2 . . . −ξ2e−j(M−2)ψ

...
...

. . .
...

−ξ2ej(M−1)ψ −ξ2ej(M−2)ψ . . . (M − 1)ξ2 + σ2




(4.21)

Next, we consider the reference correlation vectors p̃(n) which are calculated from the

correlation between the subband signal and reference samples in the frequency domain

p̃(n) = E
{(

x̃(n)
)∗
r̃(n)

}
, (4.22)
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where

r̃(n) =
1

ξ

K∑

k=1

s1(t− [K − 1]Ts)En,k (4.23)

are the reference samples at subband n in the frequency domain. Using (4.12) and (4.23)

the reference correlation vectors are then calculated and given by

p̃(n) = E
{(

x̃(n)
)∗
r̃(n)

}
= E

{[(
s̃(n)

)∗
+
(
ñ(n)

)∗]
r̃(n)

}

= Kξa∗(θ).
(4.24)

Combining (4.21) and (4.24), we can obtain the optimal weight vectors in subbands as

w̃(n) =
ξ

Mξ2 + σ2
a∗(θ). (4.25)

Denote

Q =
ξ

Mξ2 + σ2
, (4.26)

then (4.25) can be rewritten in a shorter form as

w̃(n) = Qa∗(θ). (4.27)

It is noted that (4.27) does not depend on the subband index n. Therefore, the subband

optimal weight vectors of the SBAA in the case of single path propagation are the same

for all subbands.

4.1.4 Output Signal

In the case of the SBAA with local feedback, after being weighted by the optimum weights,

the frequency domain samples are combined in corresponding subbands to give

f̃n =
(
w̃(n)

)T

x̃(n) = QaH(θ)x̃(n). (4.28)

Since the outputs of SBAA at tap ` in time domain are the inverse Fourier transform

of f̃n, they are given by

y`(t) =
1

K

K∑

n=1

f̃nE
∗
n,` =

Q

K

K∑

n=1

aH(θ)x̃(n)E∗
n,`, (4.29)

where E∗
n,` = ej

2π
K

(n−1)(`−1). The output signal y(t) is finally obtained using interpolation

on the outputs signals y`(t).
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4.1.5 Output SINR

Since the output SINR is equivalent to the mean SINR at each data block of output signal,

instead of using the output signal y(t) to calculate the output SINR , we use the output

signals at each IFFT tap y`(t). In order to find the expression for the output SINR, we

adopt the cross-correlation coefficient defined as

ρ =
E
{∑K

`=1 y`(t)r
∗
` (t)

}

√
E
{∑K

`=1 |y`(t)|2
}
E
{∑K

`=1 |r`(t)|2
} , (4.30)

where r`(t) are the reference signal samples in time domain, and given by

r`(t) =
1

ξ
s1(t− [`− 1]Ts). (4.31)

Components in (4.30) are calculated and given in equations (4.32) to (4.34) below

E
{ K∑

`=1

y`(t)r
∗
` (t)

}
= E

{ K∑

`=1

Q

K

K∑

n=1

aH(θ)
(
s̃(n) + ñ(n)

)
E∗
n,`

1

ξ
s∗1(t− [`− 1]Ts)

}

= KQM

(4.32)

E
{ K∑

`=1

|y`(t)|2
}

= E
{ K∑

`=1

[
Q

K

K∑

n=1

aH(θ)
(
s̃(n) + ñ(n))Q

K

K∑

n=1

aT(θ)
{
(s̃(n))∗ + (ñ(n))∗

}]}

= KQ2
[
M2ξ2 +Mσ2

]

(4.33)

E
{ K∑

`=1

|r`(t)|2
}

= E
{

1

ξ

K∑

`=1

s1(t− [`− 1]Ts)
1

ξ
s∗1(t− [`− 1]Ts)

}

= K
1

ξ2

(4.34)

Replacing equations (4.32) to (4.34) into (4.30), we obtain the cross-correlation coefficient

ρ =
KQM√

KQ2[M2ξ2 +Mσ2]K/ξ2
=

Mξ√
M2ξ2 +Mσ2

(4.35)

The output SINR then can be calculated via the cross-correlation coefficient using the

relation

SINRout =
|ρ|2

1 − |ρ|2 , (4.36)
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4.2. Performance of SBAA in Multipath Frequency Selective Fading Channel

which gives us

SINRout = M
ξ2

σ2
= M · SNRin. (4.37)

Now we have shown the analytical results of the performance of the SBAA in the

case of single path propagation. It is noted from (4.37) that the output SINR of the

SBAA depends only on the number of antennas and the input SNR. This observation is

the same with the SINR of an adaptive array without using subband signal processing,

which is shown in [43]. Consequently, it is concluded that in the case of single path

propagation, subband signal processing does not produce any improvement to the output

SINR. However, the practical mobile channels are often frequency selective, which contain

multiple paths with different time delays, and thus subband signal processing is necessarily

employed to perform temporal equalization.

In the next section, we shall explore the effects of multipath frequency selective fading

on the performance of SBAA. We shall show how subband signal processing effects the

output SINR of SBAA in the multipath frequency selective fading channel.

4.2 Performance of SBAA in Multipath Frequency Selective

Fading Channel

4.2.1 Assumptions

In this section, we analyze the performance of SBAA for the case of multipath frequency

selective fading channel. Assume that the received signal contains P paths arriving at the

array from different angles θp, with different delays Tp = Lp ·Ts, where Lp ∈ [0, 1, 2, ...,K],

and p is path index, p = 0, 1, 2 . . . (P − 1). Each path has average power ξ2
p . The direct

path with path index p = 0 arrives at the array without any delays, i.e., L0 = 0 and

T0 = 0 · Ts = 0. For q > p we assume that Lq ≥ Lp.

For simplicity, let us further assume that the reference signal is available and an ideal

replica of the direct path at the first antenna s1,0(t) with normalized power, i.e., r(t) =
1
ξ0
s1,0(t).

4.2.2 Signal Model

Similar to Section 2, denote the received signal from path p at the first antenna as s1,p(t),

the vector of the received signal arriving at the array at time t can be then set up as

x(t) =
P−1∑

p=0

s1,p(t)a(θp) + n(t) (4.38)
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4.2. Performance of SBAA in Multipath Frequency Selective Fading Channel

where

a(θp) = [1 e−jψp . . . e−j(M−1)ψp)]T, (4.39)

and

ψp =
2πd

λ
sin(θp). (4.40)

We now can write the element signal vectors at the mth array element as

xm(t) =
P−1∑

p=0

s̄p(t)e
−j(m−1)ψp + nm(t), (4.41)

where

s̄p(t) =




s1,p(t)

s1,p(t− Ts)
...

s1,p(t− [K − 1]Ts)




(4.42)

and nm(t) is defined as in (4.8).

In SBAA the frequency domain sample vectors of the received signal at the nth subband

can be built by performing FFT transform on the element signal vectors, given by

x̃(n) =

P−1∑

p=0

s̃(n)
p + ñ(n) (4.43)

where

s̃(n)
p =




∑K
k=1 s1,p(t− [k − 1]Ts)En,k∑K
k=1 s1,p(t− [k − 1]Ts)e

−jψpEn,k
...

∑K
k=1 s1,p(t− [k − 1]Ts)e

−j(M−1)ψpEn,k



, (4.44)

and ñ(n) are the same as in (4.14).

4.2.3 Subband Optimum Weights

In multipath fading environment, since there are P paths of the received signal arriving

at the array, the signal covariance matrices R̃
(n)

and the reference correlation vectors

p̃(n) are affected by multipath parameters such as powers, arrival angles and delays of

multipath rays. The signal covariance matrices R̃
(n)

in this case contain powers of the
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4.2. Performance of SBAA in Multipath Frequency Selective Fading Channel

multipath rays, noise power and also correlations between multipath rays. Components

of the covariance matrices R̃
(n)

defined by (4.16) for the multipath frequency selective

fading case are calculated and given by

ε(n)
mv =

P−1∑

p=0

P−1∑

q=p

R(n)
mv,pq +




Kσ2 if m = v

0 if m 6= v
, (4.45)

where R
(n)
pq,mv are the cross-correlations between path p and path q in subband n of the

mth and vth antennas, and given respectively by

R(n)
pq,mm =




Kξ2p , if p = q

2
[
K − (Lq − Lp)

]
ξpξq cos

[
(m− 1)(ψq − ψp) − 2π

K (n− 1)(Lq − Lp)
]
, if p 6= q

(4.46)

R(n)
pq,mv =





Kξ2pe
j(m−v)ψp , if p = q

2
[
K − (Lq − Lp)

]
ξpξq

· cos
[

(m+v−2)(ψq−ψp)
2 − 2π

K (n− 1)(Lq − Lp)
]
e
j(m−v)(ψp+ψq)

2 , if p 6= q

(4.47)

Similarly, the reference correlation vectors are given by

p̃(n) = E
{(

x̃(n)
)∗
r̃(n)

}

=
P−1∑

p=0

ξp(K − Lp)a
∗(θp)e

−j 2π
K

(n−1)Lp ,
(4.48)

where in this case r̃(n) are given by

r̃(n) =
1

ξ0

K∑

k=1

s1,0(t− [K − 1]Ts)En,k. (4.49)

The optimal weight vectors in subbands can be now obtained by applying Wiener-Hopf

solution given in (4.15). It is immediately realized that in the case of multipath frequency

selective fading channel, the optimal subband weight vectors depend on the subband index

n and thus are different for each subband. Furthermore, values of the subband optimal

weights depend on the powers of the multipath rays and noise, the number of employed

subbands K and the delays Lp of multipath rays.
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4.2.4 Output Signal

Since the local feedback scheme is considered, as explained in Section 2, the weighted

samples in frequency domain are combined according to each subband to give

f̃n =
(
w(n)

)T

x̃(n) =
(
w̃(n)

)T

(
P−1∑

p=0

s̃(n)
p + ñ(n)

)
, (4.50)

and the array outputs at the array output (IFFT) taps in the time domain are given by

y`(t) =
1

K

K∑

n=1

f̃ne
j 2π
K

(n−1)(`−1)

=
1

K

K∑

n=1

(
w̃(n)

)T

(
P−1∑

p=0

s̃(n)
p + ñ(n)

)
E∗
n,`.

(4.51)

In order to solve (4.51) to get a more convenient form of y`(t) so that the output SINR

of the SBAA can be easily computed, let us consider the following term

K∑

n=1

(
w̃(n)

)T

s̃(n)
p E∗

n,` =
K∑

n=1

(
w̃(n)

)T
K∑

k=1

s1,p(t− [k − 1]Ts)a(θp)E
∗
n,`En,k

=
K∑

k=1

s1,p(t− [k − 1]Ts)
K∑

n=1

(
w̃(n)

)T

a(θp)χ(`, k, n,K),

(4.52)

where

χ(`, k, n,K) = e−j
2π
K

(n−1)(k−`). (4.53)

Now define the following vectors

ā(θp) =
[
aT(θp) aT(θp) . . . aT(θp)︸ ︷︷ ︸

K

]T
, (4.54)

w̄
(`)
k =




w̃(1)χ(`, k, 1,K)

w̃(2)χ(`, k, 2,K)
...

w̃(K)χ(`, k,K,K)



, (4.55)

and

u(`)
p =




āT(θp)w̄
(`)
1

āT(θp)w̄
(`)
2

...

āT(θp)w̄
(`)
K



, (4.56)
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then (4.52) becomes

K∑

n=1

(
w̃(n)

)T

s̃(n)
p E∗

n,` = s̄T

p (t)u(`)
p . (4.57)

By doing similarly for the local noise, define

u
(`)
N =




w̃(1)χ(`, 1, 1,K) + . . .+ w̃(K)χ(`, 1,K,K)

w̃(1)χ(`, 2, 1,K) + . . .+ w̃(K)χ(`, 2,K,K)
...

w̃(1)χ(`,K, 1,K) + . . .+ w̃(K)χ(`,K,K,K)



, (4.58)

and

n̄(t) =
[
nT(t) nT(t− Ts) . . .n

T(t− [K − 1]Ts)
]T

(4.59)

then we have
K∑

n=1

(
w̃(n)

)T

ñ(n)E∗
n,` = n̄T(t)u

(`)
N . (4.60)

By replacing (4.57) and (4.60) into (4.51), we have a simpler form of the array outputs

as

y`(t) =

P−1∑

p=0

s̄T

p (t)u(`)
p + n̄T(t)u

(`)
N . (4.61)

4.2.5 Output SINR

From (4.61) the output power of the array is given by

Pout = E

[∣∣∣
P−1∑

p=0

s̄T

p (t)u(`)
p

∣∣∣
2
]

+ E

[∣∣∣n̄T(t)u
(`)
N

∣∣∣
2
]

= PS+I + PN (4.62)

Since the power PI+N contains both desired signal power PS and ISI power PI , it is not

easy to extract PS and PI from PS+I to get SINRout = PS
PI+PN

. In this paper we again

calculate the output SINR via the cross-coefficient defined in (4.30), where in this case

r`(t) =
1

ξ0
s1,0(t− [`− 1]Ts). (4.63)

In order to solve the equation of ρ, let us define the following weight vectors

ŵp =




(K − Lp)w̃
(1)ej

2π
K

(1−1)(K−Lp)

(K − Lp)w̃
(2)ej

2π
K

(2−1)(K−Lp)

...

(K − Lp)w̃
(K)ej

2π
K

(K−1)(K−Lp)



, (4.64)
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and the following matrices

Rp = ξ2pIK×K , (4.65)

RN = σ2IMK×MK , (4.66)

Rpq = ξpξqHK×K , (4.67)

where IK×K is a K ×K identity matrix and

H =




0 0 0 . . . 0 . . . 0
... . . .

... . . .
... . . .

...

1 0 0 . . . 0 . . . 0

0 1 0 . . . 0 . . . 0
...

...
... . . .

... . . .
...

0 0 0 . . . 1 . . . 0




(4.68)

is the K ×K identity shift matrix with shift step equal to the difference in delay lengths

between two multipath rays p and q , i.e., L = (Lq − Lp). If we define HL+1:K,1:K−L as

elements from row L+1 to row K and column 1 to column K−L of vector H then (4.68)

can be expressed as

H ⇒





HL+1:K,1:K−L = I(K−L)×(K−L)

elsewhere = 0
. (4.69)

The components of the correlation coefficient ρ in (4.30) are finally computed as

E
{ K∑

`=1

y`(t)r
∗
` (t)

}
=

P−1∑

p=0

(
K − Lp

)
ξpā

T(θp)ŵp, (4.70)

E
{ K∑

`=1

|r`(t)|2
}

= K
1

ξ20
, (4.71)

E
{ K∑

`=1

|y`(t)|2
}

=
K∑

`=1

[ P−1∑

p=0

P−1∑

q=p

R(`)
pq + R(`)

N

]
, (4.72)

where

R(`)
pq =





(
u

(`)
p

)T

Rp

(
u

(`)
p

)∗
, if p = q

(
u

(`)
p

)T

Rpq

(
u

(`)
q

)∗
+
(
u

(`)
q

)T

RT

pq

(
u

(`)
p

)∗
, if p 6= q

(4.73)

R(`)
N =

(
u

(`)
N

)T
RN

(
u

(`)
N

)∗
. (4.74)
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Table 4.1: Simulation model for SBAA

Parameters Value

Type of array linear (d = λ/2)
Number of antennas M = 4
Number of subbands K = 8
Type of modulation BPSK
Signal length 104 symbols
Sampling type T -spaced (1 sample/symbol)
Adaptive algorithm SMI
Input SNR 0dB

The output SINR of SBAA in multipath frequency selective fading channel is then

finally calculated using (4.36).

It is observed that in multipath frequency selective fading channel, the output SINR

of the SBAA depends on not only the input SNR and the number of array elements as

in the case of single path propagation, but also the number of employed subbands and

multipath parameters such as delays, powers and arrival angles of multipath components.

We have presented an efficient and simple method to analyze the performance of SBAA

in multipath frequency selective fading channel. The verification of the method is consid-

ered in the next section by computer simulation.

4.3 Numerical and Simulation Results

4.3.1 Validation of Analysis

In order to verify the proposed method, we use a simulation model (see Table 4.1) which

is comprised of M = 4 array elements and K = 8 subbands. The transmit signal contains

104 BPSK samples, 1 sample per symbol. The multipath rays are assumed to have the

same power ξ2
p = 1. The input SNR, which is defined by the power ratio of each ray to

the noise, is set by varying the noise power σ2. The subband adaptive processing employs

the SMI algorithm for the sake of simplicity. The verification of the method is done for

the following cases.

Case 1: In this case, we adopt the simple 2–path model for simulation. The array receives

2 multipath rays (P = 2): one is the preceding (direct) ray, i.e., L0 = 0, with arrival angle

θ0 = 0◦, the other is the delayed ray with delay L1 = 0, 1, 2, 3 and arrival angle θ1. The

input SNR is set equal to 0 dB. The arrival angle of the delayed ray is varied to get the

output SINR of SBAA. Simulation and numerical results are compared and illustrated in

Figure 4.2.
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Figure 4.2: SBAA output SINR versus AOA of delayed ray. M = 4, d = λ/2, K = 8, 104

BPSK symbols, Input SNR=0dB, SMI algorithm, 2–path model: θ0 = 0◦, L0 = 0.

Case 2: In the second simulation, we verify if the proposed method can be applied for

different values of input SNRs. The input SNRs are thus set to different values as −10dB,

0dB and 10dB. Similar to Case 1, it is assumed that there are 2 multipath rays arriving at

the array. The AOA of the preceding (direct) ray and the delayed ray are set to θ0 = 0◦

and θ1 = 30◦, respectively. The delay of the delayed ray is then varied to get the output

SINR of SBAA. Results by the simulation and the numerical method are shown in Figure

4.3.

Case 3: We verify the method for a more general case of frequency selective fading

channel, i.e., the received signal contains 3 multipath rays: the preceding ray with θ0 = 0◦

and L0 = 0, the first delayed ray with L1 = 1 and the second delayed ray with L2 = 2. For

the arrival angles of the other two rays, it is assumed that θ2 = −θ1 with θ1 changing from

from 0◦ to 60◦. The numerical and simulation results for input SNR=0 dB are plotted in

Figure 4.4.

From Figures 4.2 to 4.4, it is noticed that the theoretical and simulation results match

well with each other. Therefore, the presented analysis can be considered an accurate

method for analyzing the performance of the SBAA.
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Figure 4.3: SBAA output SINR versus delay of delayed ray. M = 4, d = λ/2, K = 8, 104

BPSK symbols, SMI algorithm, 2–path model: θ0 = 0◦, L0 = 0, θ1 = 30◦.
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Figure 4.4: SINR of SBAA in the frequency selective fading channel. M = 4, d = λ/2, K = 8,

104 BPSK symbols, Input SNR=0dB, SMI algorithm, 3–path model: θ0 = 0◦, L0 = 0, L1 = 1,

L2 = 2, θ2 = −θ1.
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Figure 4.5: SINR of SBAA at each output tap. M = 4, d = λ/2, K = 8, 104 BPSK symbols,
Input SNR=0dB, SMI algorithm, 2–path model: θ0 = 0◦, L0 = 0, θ1 = 30◦.

4.3.2 Output SINRs at Different Output Taps

Next, we apply the method for different evaluations of the SBAA performance. For sim-

plicity, we use the same model as in Case 2 with input SNR equal to 0dB. In Figure 4.5,

we show the output SINRs of the SBAA at different output taps using the theoretical

method. The overall output SINR of SBAA is shown with “Average” tag. It is noticed

that the overall output SINR of the SBAA is simply the average of SINRs at all the output

taps.

4.3.3 SINR Comparison with SBAA without Decimation

Figure 4.6 compares the output SINRs of the critical sampling SBAA using the local

feedback scheme with the SBAA without using decimation. It is clear that the output

SINR of SBAA without using decimation is equal to SINR at the last output tap of SBAA

using critical sampling with local feedback. We can also see that the output SINR of the

SBAA without decimation is better than that of the SBAA with decimation. However,

as we have mentioned above, SBAA with decimation is often preferably chosen because it

requires less computation complexity than that of SBAA without decimation.
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Figure 4.6: SINR of SBAAs with and without decimation. M = 4, d = λ/2, K = 8, 104

BPSK symbols, Input SNR=0db, SMI algorithm, 2-path model: θ0 = 0◦, L0 = 0, θ1 = 30◦

4.4 Summary

The performance of the SBAA has been investigated. It was shown that the subband

optimum weights and the SINR of the SBAA do not depend on the number of subbands

in the case of the single path propagation. That is subband signal processing does not

contribute any SINR improvement in the single path propagation channel. However, in

multipath frequency selective fading channel, the SINR becomes dependent of the input

SNR, and multipath parameters such as AOA and delays of the multipath components. We

showed that the output SINR of SBAA gradually degrades as the delay spread increases.

Moreover, the SINR at the last output (IFFT) tap of the critical sampling SBAA with

local feedback is simply equal to the SINR of SBAA without using decimation.

In the next chapter we are going to perform theoretical analysis of another type of

SBAA, i.e., SBAA-CP. We shall see how cyclic prefix improves the performance of SBAA-

CP.
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Chapter 5

Performance of SBAA Combining Cyclic

Prefix Transmission Scheme

This chapter presents the theoretical analysis of the integrated subband adaptive array

with cyclic prefix transmission scheme (SBAA-CP) in multipath frequency selective fading

channel. The exact expressions for the subband signals, optimal weights, array outputs

and the output SINR are derived. The analysis shows that use of the cyclic prefix data

transmission scheme can significantly improve the performance of SBAA. An example of

implementing SBAA-CP as a software antenna which has capability to reconfigure itself

to adapt to multipath fading conditions is also presented.

5.1 Single Carrier Cyclic Prefix Transmission Scheme

The cyclic prefix data transmission scheme has been well known as an effective way to

mitigate multipath fading, and is widely used in the multicarrier OFDM systems [47]. The

basic idea of the cyclic prefix data transmission scheme is as follows. The transmission

data is first divided into successive blocks (frames) of a certain length K. At the ith

block, the last LCP samples are copied and inserted into the front of the block as a guard

interval. The new block of data has length D = K + LCP as shown in Figure 5.1. To

Block of dataiCP {
Copy and Insert

{
K

D K L= +
CP

L
CP

Figure 5.1: Transmit frame with a cyclic prefix.
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5.2. SBAA Combining Cyclic Prefix Transmission Scheme

eliminate ideally the ISI, the cyclic prefix length should be chosen larger then the expected

delay spread or the channel order. Although it was initially introduced to work with the

multicarrier transmission, recent works [48–50] showed that it can be well integrated with

the single carrier frequency domain equalization to combat the ISI.

5.2 SBAA Combining Cyclic Prefix Transmission Scheme

5.2.1 Configuration Description

Since SBAA performs both the spatial and temporal equalizations in the frequency do-

main, the combination of the cyclic prefix transmission with SBAA was shown to achieve

the maximum diversity gain in the multipath fading environment [12, 15, 17]. The config-

uration of the SBAA-CP is depicted in Figure 5.2.
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The principle of SBAA-CP is explained as follows. At the transmit side, the original

transmit data is processed as in Figure 5.1 to create the new data stream with cyclic

prefix. At the receiver the received signal is first decimated by a factor D. The LCP

sample cyclic prefix are then discarded and the FFT is applied to convert the time domain

samples into the K subband samples in the frequency domain. Next the subband adaptive

signal processing is done and the output signal is reconstructed in the same way as in the

conventional SBAA presented in Chapter 4.

Since both critical sampling and local feedback are employed in SBAA-CP, we can

certainly apply the analytical method presented for the conventional SBAA presented in

Chapter 4 to the SBAA-CP.

5.3 Performance of SBAA-CP in Multipath Fading Channel

5.3.1 Assumptions

Similar to Chapter 4, we now consider a uniformly spaced linear array antenna with M

elements. Assume that the received signal contains P multipath rays arriving at the array

from different angles θp measured clockwise from the array broadside and with different

delays Tp = Lp ·Ts, where p = 0, 1, 2, ..., (P − 1) is the path index, Lp ∈ [0, 1, 2, ..., D], and

Ts is the sampling period. For simplicity, we also adopt the initial assumptions used in

Chapter 4.

5.3.2 Signal Model

Using (4.38) of Chapter 4, the received signal vector x(t) at time t are given by

x(t) =
P−1∑

p=0

sp(t) + n(t). (5.1)

After decomposing the received signal into subbands and discarding the LCP sample

cyclic prefix, the vectors of frequency domain samples at subband n can be built as

x̃(n) =
P−1∑

p=0

s̃(n)
p + ñ(n) (5.2)

where s̃(n)
p and ñ(n) were defined in (4.44) and (4.14), respectively.

Now from (5.2), (4.44) and (4.14) we can write the frequency samples at the nth

subband of the mth antenna, i.e., the mth component of the subband signal vector x̃(n),

as
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5.3. Performance of SBAA-CP in Multipath Fading Channel

x̃(n)
m =

K∑

k=1

{ P∑

p=1

s1,p(t− [k − 1]Ts)e
−j(m−1)ψp + nm(t− [k − 1]Ts)

}
En,k. (5.3)

In order to calculate the optimal weight vectors and the output SINR of SBAA-CP,

let us consider the correlation between multipaths in subbands. In multipath fading

environment, since we have assumed that there are P paths arriving at the array, the

correlation among P paths is the summation of the correlation between each couple of

paths p and q. Since each frame is inserted with a cyclic prefix, the correlation between

multipaths in subbands now depends significantly on the utilized cyclic prefix LCP , which

is different from the case of the conventional SBAA. Analyzing SBAA-CP is thus also

more complicated than SBAA, and it is convenient to divide the analysis into different

cases based on the relations between the cyclic prefix length LCP and the delays of delayed

rays Lp.

In the next sub-sections, we perform our analysis in the following steps: analyzing the

optimal weight vector in subbands using the well known Wiener-Hopf equation, finding

the expression for the array output, and calculating the output SINR of SBAA-CP. In each

step, we divide the calculations into different small cases based on the relations between

the cyclic prefix length LCP and the delays of delayed rays Lp as mentioned above.

5.3.3 Subband Optimum Weights

The optimal weight vector in subbands of SBAA-CP can be calculated using the well

known Wiener-Hopf equation, given by (4.15)

w̃(n) =
(
R̃

(n)
)−1

p̃(n), (5.4)

where R̃
(n)

and p̃(n) are the covariance matrices and the reference correlation vectors at

the nth subband, respectively. The calculations of R̃
(n)

and p̃(n) for the SBAA-CP are

presented below.

Covariance Matrix R̃
(n)

For an M -element array antenna, recall the M ×M covariance matrices R̃
(n)

given in

(4.16)
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R̃
(n)

= E
{(

x̃(n)
)∗(

x̃(n)
)T}

=




E
{(
x̃

(n)
1

)∗
x̃

(n)
1

}
E
{(
x̃

(n)
1

)∗
x̃

(n)
2

}
. . . E

{(
x̃

(n)
1

)∗
x̃

(n)
M

}

E
{(
x̃

(n)
2

)∗
x̃

(n)
1

}
E
{(
x̃

(n)
2

)∗
x̃

(n)
2

}
. . . E

{(
x̃

(n)
2

)∗
x̃

(n)
M

}
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...

. . .
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E
{(
x̃

(n)
M

)∗
x̃

(n)
1

}
E
{(
x̃

(n)
M

)∗
x̃

(n)
2

}
. . . E

{(
x̃

(n)
M

)∗
x̃

(n)
M

}




(5.5)

Let the element at row m and column v of R̃
(n)

be ε
(n)
mv = E

{(
x̃

(n)
m

)∗
x̃

(n)
v

}
, then we

have

ε(n)
mv =

P−1∑

p=0

P−1∑

q=p

R(n)
mv,pq +




Kσ2 if m = v

0 if m 6= v
, (5.6)

whereR
(n)
mv,pq are the cross-correlations between path p and path q in subband n of antennas

m and v.

Assume that path p and path q have delays Lp and Lq, respectively. For q > p it

is assumed that Lq ≥ Lp. In order to calculate the cross-correlations R
(n)
mv,pq let us con-

sider the following cases: (i) p = q, (ii) p 6= q, Lp ≤ LCP and Lq ≤ LCP , (iii) p 6= q,

Lp ≤ LCP and Lq > LCP , and (iv) p 6= q, Lp > LCP and Lq > LCP . The values of

R
(n)
mv,pq are calculated for these cases and given below. For detailed derivation of R

(n)
mv,pq

see Appendix.

(i) Case 1: p = q

In this case, the cross-correlations R
(n)
mv,pq are in effect the correlation between samples of

path p in subband n of antenna m with samples of path p itself in subband n of antenna

v. Since the received signals from path p in antennas m and v are only different in phase

with the phase difference ∆ψp = ej(m−v)ψp , it follows that

R(n)
mv,pp = Kξ2pe

j(m−v)ψp . (5.7)

(ii) Case 2: p 6= q and Lp ≤ LCP , Lq ≤ LCP

Since both the paths have delays smaller than LCP , the utilized cyclic prefix can cover
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the delays to enhance the correlation between the two paths in subbands. The cross-

correlations R
(n)
mv,pq becomes

R(n)
mv,pq = 2Kξpξqe

j
(m−v)(ψp+ψq)

2 cos

[
(m+ v − 2)(ψq − ψp)

2
− 2π

K
(n− 1)(Lq − Lp)

]
. (5.8)

It can be seen from (5.8) that in this case the cross-correlations R
(n)
mv,pq are independent

of the utilized cyclic prefix LCP .

(iii) Case 3: p 6= q and Lp ≤ LCP , Lq > LCP

In this case, since Lq > LCP , the utilized cyclic prefix cannot cover the delay, and thus

cross-correlations R
(n)
mv,pq are reduced compared with Case 2. The cross-correlations in this

case also depend on the cyclic prefix LCP and are given by

R(n)
mv,pq = 2(K − Lq + LCP )ξpξqe

j
(m−v)(ψp+ψq)

2

· cos
[
(m+ v − 2)(ψq − ψp)

2
− 2π

K
(n− 1)(Lq − Lp)

]
. (5.9)

(iv) Case 4: p 6= q and Lp > LCP , Lq > LCP

Since the delays of both the multipaths exceed LCP , the utilized cyclic prefix cannot cover

both delays Lp and Lq. The cross-correlations R
(n)
mv,pq between the two multipaths in this

case are not affected by the cyclic prefix LCP , and given by

R(n)
mv,pq = 2(K − Lq + Lp)ξpξqe

j
(m−v)(ψp+ψq)

2

· cos
[
(m+ v − 2)(ψq − ψp)

2
− 2π

K
(n− 1)(Lq − Lp)

]
. (5.10)

It is noted from (5.10) that the cross-correlations R
(n)
mv,pq in this case are the same with

that calculated for the conventional SBAA given in (4.47).

Now in order to summarize the calculations from the above 4 cases, let us denote

δ(n)
mv,pq = ξpξqe

j
(m−v)(ψp+ψq)

2 cos

[
(m+ v − 2)(ψq − ψp)

2
− 2π

K
(n − 1)(Lq − Lp)

]
(5.11)

so that (5.7)–(5.10) can be written in a single equation as

R(n)
mv,pq =





Kδ
(n)
mv,pq if p = q

2Kδ
(n)
mv,pq if p 6= q, Lp ≤ LCP , Lq ≤ LCP

2(K − Lq + LCP )δ
(n)
mv,pq if p 6= q, Lp ≤ LCP , Lq > LCP

2(K − Lq + Lp)δ
(n)
mv,pq if p 6= q, Lp > LCP , Lq > LCP

(5.12)
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Reference Correlation Vector p̃(n)

The reference correlation vector is calculated using the correlation between the subband

signal vector x̃(n) and the reference signal in frequency domain r̃(n) defined in (4.22) as

p̃(n) = E
{(

x̃(n)
)∗
r̃(n)

}
, (5.13)

where r̃(n) are the reference signal samples at subband n in frequency domain, and were

defined in (4.49)

r̃(n) =
1

ξ0

K∑

k=1

s1,0(t− [K − 1]Ts)En,k. (5.14)

Since noise is assumed uncorrelated with signals, (5.13) becomes

p̃(n) = E

{
P−1∑

p=0

(
s̃(n)
p

)∗
r̃(n)

}
, (5.15)

where s̃(n)
p can be rewritten from (4.44) as

s̃(n)
p =

K∑

k=1

s1,p(t− [k − 1]Ts)En,ka(θp). (5.16)

Replacing (5.16) and (5.14) into (5.15) gives us

p̃(n) =
P−1∑

p=0

a∗(θp)

ξ0
E
{

K∑

k=1

s∗1,p(t− [k − 1]Ts)E
∗
n,k

K∑

k=1

s1,0(t− [k − 1]Ts)En,k

}
. (5.17)

As the preceding path s1,0(t) is assumed incident at the array without delay, the calculation

of the expectation in (5.17) is similar to that presented in Appendix for L0 = 0 and given

by

E
[ K∑

k=1

s∗1,p(t− [k − 1]Ts)E
∗
n,k

K∑

k=1

s1,0(t− [k − 1]Ts)En,k

]

=




Kξpξ0e

−j 2π
K

(n−1)Lp if Lp ≤ LCP

(K − Lp + LCP )ξpξ0e
−j 2π

K
(n−1)Lp if Lp > LCP

. (5.18)

Now if we define

p̂(n) =

P−1∑

p=0

ξpa
∗(θp)e

−j 2π
K

(n−1)Lp , (5.19)

then p̃(n) will be finally given by a short form as

p̃(n) =




Kp̂(n) if Lp ≤ LCP

(K − Lp + LCP )p̂(n) if Lp > LCP
. (5.20)
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5.3.4 Array Output Signal

Since the local feedback scheme [10] is utilized for SBAA-CP, after being multiplied by the

optimal weights the frequency domain samples are combined according to each subband

to give f̃n, the array outputs at the array output taps in the time domain are then the

IFFT of f̃n, and given by (4.51)

y`(t) =
1

K

K∑

n=1

(
w̃(n)

)T

(
P−1∑

p=0

s̃(n)
p + ñ(n)

)
E∗
n,`. (5.21)

Using the method introduced in Chapter 4, we can write (5.21) in a simpler form as

y`(t) =
P−1∑

p=0

s̄T

p (t)u(`)
p + n̄T(t)u

(`)
N , (5.22)

where s̄p(t), u
(`)
p , u

(`)
N and n̄T(t) were defined in (4.42) (4.56), (4.58) and (4.59), respec-

tively.

5.3.5 Output SINR

The output SINR of SBAA-CP can be calculated using the same approach in Section

4.2.5, where for the SBAA-CP the multipath correlation matrix H is given for 4 different

cases as below.

(i) Case 1: p = q

Since 2 multipaths are fully correlated in this case, the multipath correlation matrix H

becomes a K ×K identity matrix I as shown in Fig.5.3.(i), that is

HK×K = IK×K (5.23)

(ii) Case 2: p 6= q, and Lp ≤ LCP , Lq ≤ LCP

In this case, since both the multipaths have delays smaller than LCP , the utilized cyclic

prefix can compensate the delays making the 2 paths fully correlated at the array output.

That is the number of “1” in the multipath correlation matrix is equal to the signal

frame length K. However, the multipath correlation matrix H is no longer a diagonal but

modified as in Fig.5.3.(ii). Let HL+1:K,1:K−L be the elements from row (L+ 1) to row K,

and from column 1 to column (K−L) of the matrix H. The multipath correlation matrix

H can be now expressed as

H ⇒





HL+1:K,1:K−L = I(K−L)×(K−L)

H1:L,K−L+1:K = IL×L

elsewhere = 0

. (5.24)
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H =




1 0 . . . 0 0 0 . . . 0
0 1 . . . 0 0 0 . . . 0
...

... . . .
...

...
... . . .

...
0 0 . . . 1 0 0 . . . 0
0 0 . . . 0 1 0 . . . 0
0 0 . . . 0 0 1 . . . 0
...

... . . .
...

...
... . . . 0

0 0 . . . 0 0 0 . . . 1




(i) Case 1: p = q

H =




0 0 . . . 0 1 0 . . . 0
0 0 . . . 0 0 1 . . . 0
...

... . . .
...

...
... . . .

...
1 0 . . . 0 0 0 . . . 1
0 1 . . . 0 0 0 . . . 0
0 0 . . . 0 0 0 . . . 0
...

... . . .
...

...
... . . . 0

0 0 . . . 1 0 0 . . . 0




(ii) Case 2: p 6= q and Lp ≤ LCP , Lq ≤ LCP

H =




0 0 . . . 0 0 0 . . . 0
0 0 . . . 0 0 1 . . . 0
...

... . . .
...

...
... . . .

...
0 0 . . . 0 0 0 . . . 1
1 0 . . . 0 0 0 . . . 0
0 1 . . . 0 0 0 . . . 0
...

... . . .
...

...
... . . . 0

0 0 . . . 1 0 0 . . . 0




(iii) Case 3: p 6= q and Lp ≤ LCP , Lq > LCP

H =




0 0 . . . 0 0 0 . . . 0
0 0 . . . 0 0 0 . . . 0
...

... . . .
...

...
... . . .

...
0 0 . . . 0 0 0 . . . 0
1 0 . . . 0 0 0 . . . 0
0 1 . . . 0 0 0 . . . 0
...

... . . .
...

...
... . . . 0

0 0 . . . 1 0 0 . . . 0




(iv) Case 4: p 6= q and Lp > LCP , Lq > LCP

Figure 5.3: Multipath correlation matrix of SBAA-CP

Note from (5.24) that the multipath correlation matrix is independent of the cyclic prefix

LCP .

(iii) Case 3: p 6= q and Lp ≤ LCP , Lq > LCP

Since the utilized cyclic prefix can cover only the delay of path p, the correlation between

the two paths at the array output decreases compared with Case 2. The structure of H

is thus the modified version of H in Case 2, and given by

H ⇒





HL+1:K,1:K−L = I(K−L)×(K−L)

HLq−LCP+1:L,K−LCP+Lp+1:K = I(LCP−Lp)×(LCP−Lp)

elsewhere = 0

. (5.25)

An example of H in this case is shown in Fig.5.3.(iii).

(iv) Case 4: p 6= q and Lp > LCP , Lq > LCP

Since delays of both multipaths exceed the cyclic prefix length LCP , the effect of multipath
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fading is thus not eliminated. As a result, the correlation matrix in this case is the same

with the identity shift matrix for the conventional SBAA given in (4.68), that is

H ⇒





HL+1:K,1:K−L = I(K−L)×(K−L)

elsewhere = 0
. (5.26)

The illustration of H for this case is given in Fig.5.3.(iv).

Now by replacing (5.23)–(5.26) into (4.67), we can obtain Rpq for the above four cases.

Using Rpq together with Rp and RN defined by (4.65) and (4.66) gives us

R(`)
pq =





(
u

(`)
p

)T

Rp

(
u

(`)
p

)∗
, if p = q

(
u

(`)
p

)T

Rpq

(
u

(`)
q

)∗
+
(
u

(`)
q

)T

RT
pq

(
u

(`)
p

)∗
, if p 6= q

(5.27)

and

R(`)
N =

(
u

(`)
N

)T

RN

(
u

(`)
N

)∗
. (5.28)

The components of the cross-correlation coefficient ρ defined in (4.30) are then given

by

E
{

K∑

`=1

y`(t)r
∗
` (t)

}
=

P−1∑

p=0

(K − Lp)ξpā
T(θp)ŵp, (5.29)

E
{

K∑

`=1

|r`(t)|2
}

= K
1

ξ20
, (5.30)

E
{

K∑

`=1

|y`(t)|2
}

=
K∑

`=1

{
P−1∑

p=0

P−1∑

q=p

R(`)
pq + R(`)

N

}
. (5.31)

Finally, the output SINR of SBAA-CP is calculated via the cross-correlation (4.36) as

SINRout =
|ρ|2

1 − |ρ|2 . (5.32)

5.4 Performance Comparison of SBAA-CP with SBAA

Since the performance of an adaptive array is mainly affected by the optimal weight vector,

it is possible to compare the performance of SBAA-CP with that of the conventional SBAA

by comparing their optimal weight vectors in subbands accordingly. This is equivalent to

compare the covariance matrices R̃
(n)

and the reference correlation vectors p̃(n) of both
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the SBAA schemes. However, this method requires the comparison for various cases as we

have done above, and thus results in complicated analysis. Because the output SINR of

SBAA-CP is taken as the criterion for our analysis, we thus compare the performance of

the two SBAA schemes by directly considering their output SINR. As we have discussed

earlier in this paper, the purpose of combining the cyclic prefix data transmission scheme

with SBAA is to enhance the correlation between multipath components and thus help

to improve the output SINR of SBAA-CP. By comparing the output SINR equation of

SBAA-CP given in (5.32) with that of SBAA obtained in Section 4.2.5, we can see that the

only different component in both SINRs is the multipath correlation matrix. This, finally,

leads us to make the performance comparison by comparing the multipath correlation

matrices H.

Now let us rewrite the multipath correlation matrix H̀ of the conventional SBAA given

in (4.68) as 1

H̀ = IK×K (5.33)

for p = q, and

H̀ ⇒





H̀L+1:K,1:K−L = I(K−L)×(K−L)

elsewhere = 0
(5.34)

for p 6= q. The illustrations of (5.33) and (5.34) correspond to H in Fig.5.3.(i) and

Fig.5.3.(iv), respectively.

By comparing H̀ in (5.33) and (5.34) with H given in (5.23)–(5.26), it is apparent that

H = H̀ in Case 1 and Case 4, and H is better than H̀ in Case 2 and Case 3. Thus it is

concluded that the output SINR of SBAA-CP is always equal or better than that of the

conventional SBAA. In other words, the performance of SBAA-CP is improved compared

with that of the conventional SBAA due to use of the cyclic prefix in the transmit data.

Now let us consider a special case when the delays L̀p, L̀q of multipath rays of SBAA,

and the delays Lp, Lq of the multipath rays of SBAA-CP are related with one another as

Lp = L̀p + LCP and Lq = L̀q + LCP . In this case, since L = Lq − Lp and L̀ = L̀q − L̀p =

Lq −LCP −Lp +LCP = Lq −Lp, then it is clear that H = H̀. As a result, it is concluded

that when the delay of the delayed path is larger than the utilized cyclic prefix, the output

SINR of SBAA-CP is the same with that of SBAA. To be more specific, if the output SINR

is plotted versus the delay of the delayed paths, we can realize that the output SINR of

1Note that we have changed the notation for the multipath correlation matrices of SBAA from H to H̀

to avoid misunderstanding with that of SBAA-CP.
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SBAA-CP in this case is actually the output SINR of the conventional SBAA being shifted

by LCP samples to the right in the time axis.

Our conclusions in this section will be supported by the numerical and simulation

results in Section 5.6

5.5 SBAA-CP as a Software Antenna

In this section, we discuss the application of using SBAA-CP as a software antenna

[51],[52]. The idea of the software antenna using SBAA-CP is that the antenna has capa-

bility to reconfigure itself to adapt to multipath fading conditions so that its performance

is always optimized. Figure 5.4 describes a block diagram of the proposed software an-

tenna configuration combining with the adaptive transmission scheme. Since the critical

sampling is assumed for SBAA-CP, the process of decomposing the received signal into

subbands is equivalent to the serial-to-parallel (S/P) conversion process which is shown

in the figure. The operation of the software antenna is explained as follows. At the

receiver, the so-called “Measure channel response” block keeps sensing the propagation

environment to obtain the channel response of the transmission channel which is given by

h(t) =
P−1∑

p=0

ξpδ(t− Lp), (5.35)

where δ(t) is the Dirac delta function. Based on the obtained channel response, the

block “Decide number of subband K and cyclic prefix LCP ” selects the optimal number

of subband K and cyclic prefix length LCP , and then adjusts the software antenna and

transmitter configuration accordingly. The optimal subband number K and cyclic prefix

LCP are chosen such that a predefined number of multipath rays can be covered and the

efficiency of the cyclic prefix transmission scheme, which is given by

η =
K

K + LCP
, (5.36)

is satisfied. By doing so, the performance of the software antenna is always maintained

optimal.

Since the process to adjust the transmitter configuration is done via a feedback channel

from the receiver to the transmitter, there exists an inevitable feedback delay τfb which

is actually the propagation delay from the receiver to the transmitter. In study the

performance of the adaptive transmission scheme, this delay should not be neglected.

However, in this work as we focus our analysis on the performance of SBAA-CP, the effect

of the delay τfb is not discussed here.

In the next section, we shall show effects of selecting various cyclic prefix lengths LCP

on the SBAA-CP performance.
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Figure 5.4: SBAA-CP as a software antenna reconfigurable to multipath fading.

5.6 Numerical and Simulation Results

5.6.1 Validation of Analysis

The validation of the analysis is done using a simulation model in Table 5.1.The multipath

fading environment is assumed as in Table 5.2, where the relation between the delays of

path 1 and path 2 are set according to the 4 cases which have been used in the earlier

analysis. The element input SNR, which is defined by the power ratio of each multipath

ray to the noise, is set equal to 0dB. The length of cyclic prefix is chosen as LCP = 4

samples to give the efficiency about η = 66.7%.

Figure 5.5 shows the array output SINRs for 4 different cases given in Table 5.2. The

numerical results are shown to agree well with those by the simulation. It is realized that

the output SINR of SBAA-CP is always equal or greater than that of the conventional

SBAA for all the cases. For Case 2 and Case 3, the difference in the output SINRs of the

two SBAA schemes reaches up to nearly 4dB. The only case in which the conventional

SBAA can achieve the same performance with SBAA-CP is Case 1. The output SINR

obtained in this case is about 11dB corresponding to the SINR estimated for the case all

the paths are ideally combined, that is

SINRest = 10 log10(M) + 10 log10(P) + SNRin

= 10 log10(4) + 10 log10(3) + 0 = 10.79[dB]. (5.37)
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Table 5.1: Simulation model for SBAA-CP

Parameters Value

Type of array linear with d = λ/2
Number of antennas M = 4
Number of subbands K = 8
Cyclic prefix length LCP = 4
Type of modulation BPSK
Signal length 104 symbols
Sampling type T -spaced (1 sample/symbol)
Adaptive algorithm SMI
Number of multipath rays 3 (see Table 5.2)
Input SNR 0dB

Table 5.2: Different cases to validate the analysis

Case Path 0 Path 1 Path 2

θ0 [◦]/L0 [symbols] θ1 [◦]/L1 [symbols] θ2 [◦]/L2 [symbols]

Case 1 0◦/0 20◦/0 −30◦/0
Case 2 0◦/0 20◦/1 −30◦/2
Case 3 0◦/0 20◦/4 −30◦/5
Case 4 0◦/0 20◦/5 −30◦/6

5.6.2 Effect of Cyclic Prefix Length on the Output SINR.

In Figure 5.6, we illustrate the effect of using different cyclic prefix lengths on the output

SINR of SBAA-CP. The delays of multipaths are set as L0 = 0, L1 = L2 while the delay

L1 is varied from 0 to 7 to get the output SINR. Four values of cyclic prefix LCP are

taken into investigation as: LCP = 4 (η = 66.7%), LCP = 2 (η = 80%) and LCP = 0

(conventional SBAA). It is seen that the longer the cyclic prefix length is utilized the better

output SINR SBAA-CP can achieve. Therefore, in order to combine multipath rays with

large delays, one would like to increase the length of cyclic prefix LCP . However, in that

case the efficiency of the cyclic prefix transmission scheme η defined in (5.36) should be

maintained by enlarging the frame length K.

It is also interestingly noted from Figure 5.6 that the output SINR of SBAA-CP when

the delay of delayed paths is larger than the utilized cyclic prefix is actually the SINR of

the conventional SBAA being shifted to the right by LCP samples. This calculation results

support strongly our conclusion in Section 5.4.
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Figure 5.5: Output SINR of SBAA-CP for different cases. M = 4, d = λ/2, K = 8, 104

BPSK symbols, SMI algorithm, multipath parameters as in Table 5.2.
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Figure 5.7: Average power patterns of SBAA-CP and SBAA. M = 4, d = λ/2, K = 8, 104

BPSK symbols, SMI algorithm, LCP = 4, multipath parameters as Case 3 in Table 5.2.

5.6.3 SBAA-CP Beampattern Comparison with SBAA

Finally, the average power patterns of SBAA-CP and SBAA plotted for Case 3 in Table

5.2 are compared with each other in Figure 5.7. For both the SBAA schemes, the optimal

weight vectors in subbands w̃(n) are first calculated by the proposed theoretical method,

then the power pattern of each subband is computed from the corresponding optimal

weight vector. The average power pattern P (θ) is then obtained by averaging power

patterns of all the subbands, that is

P (θ) =
1

K

K∑

n=1

∣∣∣aT(θ)w̃(n)
∣∣∣
2
, (5.38)

P (θ)[dB] = 10 log10 P (θ), (5.39)

where

a(θ) =
[
1 e−j

2πd
λ

sin θ . . . e−j
2(M−1)πd

λ
sin θ
]T
. (5.40)

SBAA-CP is clearly shown to have better power pattern than that of the conventional

SBAA in that it has capability to create an additional beam toward the first delayed ray

θ1.
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5.7 Summary

We have presented detailed theoretical analysis of SBAA-CP under multipath fading con-

dition. It is clearly shown that by using the cyclic prefix data transmission scheme, the

performance of SBAA-CP is significantly improved over the conventional SBAA. More-

over, the output SINR of the SBAA-CP when the delay of the delayed path is larger

than the utilized cyclic prefix is just simply the output SINR of SBAA being shifted LCP

samples to the right in time axis. We also discussed the applications of using SBAA-CP

as a software antenna which has capability to reconfigure itself to adapt to multipath

fading conditions so that the antenna performance is optimized. In conclusion, due to its

advantages of having improved performance, reduced computation load, and capability

to adapt to multipath conditions, SBAA-CP is thus considered an efficient scheme for

software antenna.
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Chapter 6

Subband Adaptive Array for DS-CDMA

In this chapter, we propose a novel scheme of subband adaptive array for DS-CDMA. The

scheme exploits the spreading code and pilot signal as the reference signal to optimize

its performance. We show that although its configuration is far different from that of 2D

RAKEs the proposed scheme exhibits relatively equivalent performance of 2D RAKEs in

multipath fading channel with small delay spread.

6.1 SBAA Configuration for DS-CDMA

The configuration of the scheme is shown in Figure 6.1. The subband structure of the

scheme is similar with that introduced in [4]. However, in our approach, we use the critical

sampling to reduce the complexity in generating the reference signal for the training

process. Since critical sampling is assumed, the analysis filter works as a serial-to-parallel

(S/P) converter and converts serial signal samples into parallel subband samples. These

subband samples in time domain are then transformed into frequency domain subband

samples using FFT.

In order to perform the adaptive signal processing in subbands, it is necessary that the

reference signal also be converted into frequency domain subbands as to the received signal.

In our proposed configuration of SBAA for DS-CDMA (SBAA-CDMA), the reference

signal is generated from the desired user spreading code and the pilot signal. First, the

user spreading code is transformed into frequency domain using the FFT transform, and

then this frequency domain spreading code is used to spread the pilot signal. The result of

this process is the frequency domain reference samples for each subband in the frequency

domain.

The subband signals after being weighted by the optimal weights are combined ac-

cording to each subband and IFFT is then performed on the subband combined signals

f̃ (n) to give the array outputs yk(t) in time domain. To convert these array outputs to

the serial signal a synthesis filter or a parallel-to-serial (P/S) converter for the case of the
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Figure 6.1: Subband adaptive array for DS-CDMA.

critical sampling SBAA is often needed [15], [16]. Since the SINR performance of SBAA

does not depend on the synthesis filter [16] in our approach instead of converting yk(t)

into serial signal y(t) and then despreading this serial signal, we despread directly yk(t)

by the desired user’s spreading code c0(t) to save the synthesis filter bank. The role of

this despreading part is the same with that of the correlator in the direct sequence spread

BPSK receivers

6.2 Signal Model

Consider an asynchronous direct sequence spread BPSK system where after demodulation

to remove the carrier frequency the received signal of the ith user is given by
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si(t) = αici(t)bi(t), (6.1)

where αi is the complex amplitude of the received signal, bi(t) is the ith user’s symbol

given for BPSK modulation as

bi(t) = bu ∈ {−1, 1}, uTb ≤ t < (u+ 1)Tb, (6.2)

and ci(t) is the spreading code assigned to the ith user with

ci(t) = cv ∈ {−1, 1}, vTc ≤ t < (v + 1)Tc. (6.3)

In (6.2) and (6.3) Tb and Tc are the bit and chip intervals, respectively. In the practical

systems, Tb is often selected to be much larger than Tc to have high processing gain, i.e.,

PG = Tb/Tc � 1.

Assume that the system is affected by multipath fading where the received signal from

the ith user contains Pi multipaths with different amplitudes αi,p, delays τi,p and arrival

angles θi,p. Taking into consideration the effect of all U users and local noise, the received

signal at the array can be written as

x(t) =
U−1∑

i=0

Pi−1∑

p=0

αi,pbi(t− τi,p)ci(t− τi,p)a(θi,p) + n(t), (6.4)

where a(θi,p) is the array response vector corresponding to the pth path of the ith user’s

signal, and

n(t) =
[
n1(t) n2(t) . . . nM (t)

]T
(6.5)

is the noise vector containing i.i.d. noise in each element. For a linear uniformly spaced

array a(θi,p) is given by

a(θi,p) =
[
1 e−j

2πd
λ

sin θi,p . . . e−j
2(M−1)πd

λ
sin θi,p

]T
. (6.6)

Now if we define

si,p(t) = αi,pbi(t− τi,p)ci(t− τi,p)a(θi,p) (6.7)

as the signal vector received from the pth path of the ith user, then (6.4) can be rewritten

as

x(t) =
U−1∑

i=0

Pi−1∑

p=0

si,p(t) + n(t). (6.8)
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Next, the received signal x(t) is decimated by a decimation factor K. These subband

samples in time domain are then transformed into the frequency domain subband samples

using FFT. Denote bold symbols with an overhead tilde as vectors containing samples in

the frequency domain, the subband signal vectors at the nth subband in frequency domain

are given by

x̃(n) =
U−1∑

i=0

Pi−1∑

p=0

s̃
(n)
i,p + ñ(n). (6.9)

Denote the signal vector containing samples at subband n in the frequency domain as

x̃(n) then the covariance matrices in subbands are given by

R̃
(n)

= E
{(

x̃(n)
)∗(

x̃(n)
)T}

. (6.10)

Suppose that the 0th user is taken as the user of interest (desired user) while the rest

(U − 1) users are uninterested (undesired) users. Assume that the pilot signal of the 0th

user is d0(t), then the frequency domain reference samples at the nth subband are given

by

r̃(n) =

K∑

k=1

c0(t− [k − 1]Tc)d0(t)e
−j 2π

K
(n−1)(k−1), (6.11)

Since the local feedback is applied, the reference correlation vector is given by

p̃(n) = E
{

x̃(n)
(
r̃(n)

)∗}
. (6.12)

If the mean square error (MSE) is taken as a criterion to optimize the array weights

then the weight vectors in subbands are given by the Wiener-Hopf as

w̃(n) =
(
R̃

(n)
)−1

p̃(n). (6.13)

The subband signals after being weighted by the optimal weights are combined accord-

ing to each subband and the IFFT is then performed on the subband combined signals

f̃ (n) to give signals yk(t) at the IFFT output taps. Arrange the IFFT output tap signals

and spreading code for the 0th desired users in the vector form as

y(t) = [y1(t) y2(t) . . . yK(t)]T, (6.14)

c0 = [c0(1) c0(2) . . . c0(K)]T. (6.15)

The parallel outputs yk(t) after being despread and combined are then given by

yk(t) = yT(t)c∗0. (6.16)

Finally, the array output y(t) is obtained by interpolating yk(t). For critical sampling, the

interpolation is equivalent with parallel-to-serial (P/S) conversion.
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6.3 Output SINR

The output SINR of the proposed configuration of SBAA for DS-CDMA is calculated via

the cross-correlation coefficient given by (4.30)

ρ =
E
{∑K

l=1 yl(t)r
∗
l (t)

}

√
E
{∑K

l=1 |yl(t)|2
}
E
{∑K

l=1 |rl(t)|2
} , (6.17)

where r(t) = d0(t) is the reference signal in time domain. The output SINR is finally

computed via the correlation coefficient as

SINRout =
|ρ|2

1 − |ρ|2 , (6.18)

6.4 Performance Comparison with 2D RAKE

In this section, we compare the performance of the proposed SBAA-CDMA with that of

the standard 2D RAKE. A standard RAKE receiver often employs a TDL with complex

weights to coherently/incoherently combine delayed paths to maximize the output SINR

[1]. This standard RAKE is also referred to as 1D RAKE since only the temporal structure

of the received signal is exploited to estimate the channel response [53]. Due to the

increasing research results on spatio-temporal processing, a new configuration of RAKE

which is called the spatio-temporal RAKE receiver has been introduced in [53–55]. The

spatio-temporal RAKE, which is also known as 2D RAKE receiver, is an extension of 1D

RAKE where a conventional time domain RAKE receiver is combined with an adaptive

array antenna to exploit both spatial and temporal structures of the received signal for

maximum power combination of delayed paths. Due to the additional spatial dimension,

both multipath fading and multiple access interference (MAI) are better mitigated leading

to the increased channel capacity and improved output SINR [53]. When constructing 2D

RAKE receivers for CDMA there exist different methods to integrate 1D RAKE with an

adaptive array antenna resulting in different variations of 2D RAKE such as those in [53]

to [55]. In this paper, for the purpose of comparing our proposed SBAA-CDMA with 2D

RAKEs, we shall consider only the standard 2D RAKE given in Fig.6.2. This standard

2D RAKE is similar to the one introduced in [54].

The main difference between the SBAA-CDMA and the 2D RAKE receivers presented

above [53]–[55] is in the beamforming method. While the 2D RAKE perform beamforming

in the time domain, it is done in the subband frequency domain for the proposed SBAA-

CDMA. However, despite this difference the two configurations have relatively equivalent

performance in both single and multiple path fading environment.
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Figure 6.2: Standard 2D RAKE receiver for DS-CDMA.

Single path propagation channel

Since SBAA using FFT is a theoretically equivalent form of the TDLAA, the performance

of both the adaptive arrays is relatively equal. In [43] Compton has shown that the output

SINR of the TDLAA is identical to that of the SBAA using FFT provided that the number

of taps in TDLs is the same with the number of samples used by FFT. Consequently, the

performance of the proposed SBAA-CDMA is also the same with that of the standard 2D

RAKE if the number of subbands K of the SBAA is the same with the number of employed

taps in the standard 2D RAKE. This is true since in single path propagation channel the

output SINRs of both the SBAA and the 2D RAKEs are independent of the number of

taps K and given as a function of only the number of antennas M , the processing gain

PG and the input signal to noise ratio SNRin as [16, 43]

SINRout[dB] = 10 log10(M) + 10 log10(PG) + SNRin[dB]. (6.19)

Multipath frequency selective fading channel

Assume that there are two multipaths with equal powers incident at the array: the direct

path with AOA of 0◦ and the delayed path with AOA=30◦. In this case, if the delay of

the delayed path is smaller than the number of employed taps the output SINR of the
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standard 2D RAKE reaches the theoretical value given by

SINRout[dB] = 10 log10(M) + 10 log10(PG) + 10 log10(2) + SNRin[dB]. (6.20)

Since the capability to enhance the multipath correlation of the SBAA increases with the

number of subbands [2], use of a large number of subbands can increase the output SINR

of the proposed SBAA-CDMA closely to the above theoretical value and thus obtain the

same performance of the 2D RAKE. Due to this implicit RAKE combining function of

the SBAA-CDMA, it is also referred to as the implicit 2D RAKE [18].

Computational complexity

This can be seen by comparing the processing methods of the implicit and standard 2D

RAKE receivers. While the standard 2D RAKE processes the received signal in the chip-

by-chip basis, this is done on block-by-block mode by the implicit 2D RAKE. As a result,

the implicit 2D RAKE requires less mathematical operations than the standard 2D RAKE

does. Recall from the subsection 3.2.2 that for a K tap and M element array antenna, the

standard 2D RAKE employing the SMI algorithm requires (KM)3 multiplications for each

weight update. The proposed SBAA-CDMA with K subbands, on the other hand, needs

only KM3 multiplications [43]. Taking into account 2K log2K multiplications due to

both FFT and IFFT processing, the computational load required by the SBAA-CDMA is

K(M3 +2 log2K). Since DS-CDMA systems are often implemented with large processing

gain PG, then K is very large, and thus (KM)3 � K(M3 + 2 log2K). Consequently,

the proposed SBAA-CDMA can save a considerably large amount of computational load.

From Figure 3.10, it can seen that for K = 32, in one iteration the 2D RAKE requires

almost 14000 times more multiplications than the proposed SBAA.

It should be noted here for the case of 2D RAKE that, if the number of RAKE

fingers is limited or the delay combining range is taken small enough then the amount of

computational complexity will also become small. However, quantitative evaluation of the

computational complexity in that case depends largely on system parameters, and thus

will be spared for future research.

6.5 Simulation Results

In this section, we carry out the performance analysis of the proposed SBAA-CDMA

using simulation results by computer programs. We shall focus our analysis mainly on

two capabilities of the proposed SBAA-CDMA: (i) multipath combining capability and

(ii) interference suppression capability. While interference suppression is the inherent

capability of adaptive array antenna, multipath combining capability is gained thanks to
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Table 6.1: Simulation model for the SBAA-CDMA.

Parameter Value

Type of array linear with d = λ/2
Number of antennas M = 4
Number of subbands or TDLs K = 32
Type of modulation Direct Sequence BPSK
Data length 103 symbols
Spreading code Gold code with PG = 31
Adaptive algorithm Sample Matrix Inversion (SMI)
Input SNR 0dB

use of subband signal processing. In order to make the RAKE function of the SBAA

clear, we also show performance of the standard 2D RAKE as a reference. The simulation

model is given in Table 6.1, where a simple CDMA network with short spread codes of 31

chip length is assumed. For the comparison purpose, we set the number of TDLs in the

2D RAKE and the number of subbands in the proposed SBAA the same and equal to 32.

The spread codes are padded with either a “0” or “1” to have 32-chip length.

For simplicity, when performing the simulation we assume perfect synchronization of

the pilot signal and use the recalculation method to obtain the output SINR. The 103

BPSK symbols are first used as the training symbols to obtain the optimal weights by

SMI algorithm. These symbols are then used again as the data symbols to calculate the

output SINR.

6.5.1 Multipath Combining Capability

The multipath combining capability of the SBAA-CDMA is illustrated in Figures 6.3 to

6.5. In Figure 6.3, two multipaths with the following parameters are assumed incident

at the array: the direct path with θ0,0=0◦, delay τ0,0 = 0 chip, and the delayed path

with θ0,1 = 30◦ and delay τ0,1 varying from 0 to 20 chips. It is noticed that the output

SINR of the SBAA-CDMA decreases gradually between the 2 theoretical limits as the

delay of the delayed path increases. The upper limit is the SINR value when the two

paths are completely correlated calculated using (6.20) while the lower limit is the SINR

value calculated using (6.19) corresponding to the case in which the two paths are totally

uncorrelated. The performance of the standard 2D RAKE is shown better than that of the

SBAA-CDMA in that the output SINR of the standard 2D RAKE is kept almost constant

at the upper theoretical limit whereas the output SINR of the SBAA-CDMA gradually

decreases from the upper to the lower theoretical limit. However, we should strongly

noted that practical DS-CDMA systems always employ longer spread code than that used
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Figure 6.3: SINR of SBAA-CDMA versus delay of delayed path. M = 4, d = λ/2, K = 32,
103 BPSK symbols, SMI algorithm. 2-path model: θ0,0 = 0◦, τ0,0 = 0 chip, θ0,1 = 30◦.

in the simulation to have high processing gain. Consequently, a larger number of subbands

will be used leading to increased multipath correlation and thus better output SINR is

expected. Moreover, in CDMA networks such as in the 3G of mobile communications, it is

shown that the propagation channel is often of several chip order. As a result, the output

SINRs of the SBAA-CDMA and 2D RAKE are comparatively equivalent, particularly, at

low input SNRs.

Figure 6.4 shows the output SINRs as the AOA of the delayed ray θ0,1 varies. It

is seen that if the delayed ray arrives at the array from an AOA significantly different

from the direct ray then better output SINR can be achieved by both the schemes. The

reason for this is that when the difference of the AOAs of the 2 paths is large enough the

adaptive array can produce a supplementary lobe with a certain gain pointing towards the

AOA of the delayed ray. By doing so the power of the delayed ray is optimally combined

to maximize the output SINR. Whereas when the difference of the AOAs is small, the

adaptive array cannot create the additional lobe causing the two paths to share the same

main lobe, and thus the power of the delayed path cannot be optimally combined leading

to the poorer output SINR. It is particularly noted that when the delay of the delayed

path is small, namely, when τ0,1 = 1 chip the performances of the SBAA-CDMA and the

standard 2D RAKE are the same. However, as the delay of the delayed path increases, the

performance of the SBAA-CDMA becomes worse than that of the standard 2D RAKE.

For τ0,1 = 5 chips the standard 2D RAKE can achieve approximately 1.7 dB better output

SINR than the SBAA-CDMA for spread codes of 32 chip length.
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Figure 6.4: SINR of SBAA-CDMA versus AOA of delayed path. M = 4, d = λ/2, K = 32,
103 BPSK symbols, Input SNR=0dB, SMI algorithm. 2–path model: θ0,0 = 0◦, τ0,0 = 0 chip,
τ0,1 = 1 and 5 chips.

Figure 6.5 compares the performances of the SBAA-CDMA and the standard 2D

RAKE for different number of antenna elements and input SNRs. In this case, the received

signal is assumed to contain 3 multipaths: the direct path with θ0,0 = 0◦/τ0,0 = 0 chip,

the first delayed path with θ0,1 = 15◦/τ0,1 = 1 chip, and the second delayed path with

θ0,2 = −20◦/τ0,2 = 2 chips. The input SNR, which is defined by the power ratio of

each path to the noise, is in turn set as −10dB, 0dB and 10dB. It is seen from Figure

6.5 that the performances of the SBAA-CDMA and 2D RAKE are relatively equivalent,

particularly, for low input SNRs. The reason why the SBAA-CDMA cannot obtain the

same output SINR as the standard 2D RAKE does at high input SNRs can be explained

as follows. Since the signal power at the array output includes both the power of the

desired signal and an amount of desired signal power correlated in the multipaths, the

difference between output SINRs of the two schemes depends mainly on the capability

to extract the correlated signal power from multipaths. At low input SNRs, since noise

power is dominant thus the output SINRs of both the 2 schemes are similar. However,

at higher input SNRs the signal and the correlated signal power become dominant. Since

the standard 2D RAKE has been shown to combine multipaths better, the correlated

power it can extract from multipaths is thus larger than that the SBAA-CDMA can do.

Consequently, the SINR performance of the standard 2D RAKE is better than that of the

SBAA-CDMA at high input SNRs.
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Figure 6.5: SINR of SBAA-CDMA versus number of antennas. d = λ/2, K = 32, 103 BPSK
symbols, SMI algorithm. 3-path model: θ0,0 = 0◦, τ0,0 = 0 chip, θ0,1 = 15◦, τ0,1 = 1 chip,
and θ0,2 = −20◦, τ0,2 = 2 chips.

6.5.2 Interference Suppression Capability

We now compare the MAI cancellation capabilities of the SBAA-CDMA and the standard

2D RAKE. The propagation model is set up with 1 desired user and 3 other undesired

users with interference to noise ratio INR=0dB as MAI sources. For each user’s signal

it is assumed that there are 1 direct ray and 2 delayed rays with AOAs and delays as

given in Figure 6.6. In the figure, the denotation a◦/d means that the path is incident

at the array from arrival angle a◦ with d chip delay. When there are no multipaths in

all user’s signals, i.e., each user’s signal contains only the direct path (with 0 delay), the

propagation environment is called the interference only; whereas if there are multipaths

it is defined as the interference plus multipath environment.

The interference suppression capability of the two 2D RAKE schemes is shown in

Figure 6.7, where the solid and the dotted lines denote the output SINRs of the interference

plus multipath and the interference only environment, respectively. It is noticed that

in the interference only environment, both the two schemes have the same interference

suppression capability. However, when there exist multipaths, the performance of the

SBAA-CDMA deteriorates about 1.5dB compared with that of the standard 2D RAKE.

Therefore, it is concluded that although the proposed SBAA-CDMA achieves the same

interference suppression capability of the standard 2D RAKE, it suffers the problem of

multipaths of the interferences more seriously than the standard 2D RAKE does.

The normalized power patterns of the two schemes corresponding to Case 4 of Figure
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6.6 are compared in Figure 6.8. It is observed that the two schemes produce the same

power patterns in the interference only environment. However, when there are multipaths

the power pattern of the SBAA-CDMA becomes slightly worse in that its nulls toward

the direct path of interferences are shifted to the left causing the poorer performance.

6.6 Summary

We have presented a novel configuration of subband adaptive array for DS-CDMA mobile

radio which have a 2D RAKE function and thus is called the implicit 2D RAKE. The

proposed SBAA-CDMA was shown to obtain comparatively equivalent performance as

the standard 2D RAKE does while saving a large amount of computational load due to

using subband signal processing. The proposed configuration therefore can be well applied

for DS-CDMA systems to maximize the performance benefits.

It should be noted here that the performance of the proposed SBAA-CDMA be im-

proved to be the same with that of the standard 2D RAKE by combining with cyclic

prefix data transmission scheme [19] as we introduce in the following chapter.
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Chapter 7

Subband Adaptive Array for Multirate

Multicode DS-CDMA

A novel scheme of subband adaptive array for multicode wideband DS-CDMA is proposed

in this chapter. The proposed scheme has a flexible configuration which allows basestation

to be able to dynamically adapt to multirate transmission requests from subscribers. It is

shown that the novel scheme can effectively suppress multiple access interferences (MAI)

by appropriately forming main beam toward the desired user while pointing beampattern

nulls toward MAI sources. Moreover, the combination of the subband adaptive array with

the so-called cyclic prefix spreading code CDMA is also proposed to mitigate multipath

fading and maximize diversity gain in multipath fading environment.

7.1 Multirate Multicode DS-CDMA Model

In multicode DS-CDMA systems [56] transmission data of high rate users is decomposed

into streams of a basic rate which is often chosen to be the data rate of the user with the

lowest rate. These streams are then spread and transmitted by different codes of the same

length. The implementation of the multicode system thus can be done in the same way

as in a single rate DS-CDMA system. An example of a dual rate multicode DS-CDMA

system is shown in Figure 7.1.

Consider a multirate multicode DS-CDMA system supporting Q different data rates

which correspond to Q classes of services. Those with the lowest data rate (basic rate) R1

are called class 1 users. Assume that the user of class q has its data rate Rq = qR1, where

q is an integer. The data symbol duration of class q user is then given by Tq = 1/Rq.

Denote the lth user of the class q and its spreading code as (l, q) and cl,q(t), respectively.

In multirate multicode CDMA systems, transmission data of user (l, q) is decomposed into

q streams, where each stream has the same data rate with that of the class 1 user. The ith

data stream of user (l, q) is considered transmission data from effective user (i, l, q) [57].
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Figure 7.1: Example of a dual rate multicode DS-CDMA system.

Thus a physical user (l, q) is said to contain q effective users [57]. In order to spread these

q effective user signals, the subcode concatenation process should be applied to create q

subcodes from the primary code assigned to physical user (l, q). Since the primary codes

assigned to users in DS-CDMA systems are pseudo-noise (PN) codes and in effect not

orthogonal, use of PN codes directly for effective users will cause self-interference for a

physical user comprised of several effective users, i.e., users with high rate data. The

purpose of the subcode concatenation process is to create q orthogonal subcodes for user

(l, q) in which ci,l,q⊥cl,l,q for i 6= l [56]. The function of the subcode concatenate block

is thus the same with the Walsh function. Denote the ith data stream of user (l, q), i.e.,

data from effective user (i, l, q), as bi,l,q(t), the transmit signal from user (l, q) is given by

sl,q(t) =

q∑

i=1

bi,l,q(t)ci,l,q(t) (7.1)
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Figure 7.2: Configuration of SBAA for multirate multicode DS-CDMA systems.

7.2 SBAA Configuration for Multicode DS-CDMA

In this section, we present the novel configuration of SBAA for multirate multicode wide-

band DS-CDMA systems. The proposed configuration, illustrated in Figure 7.2, is an

extension of the SBAA for DS-CDMA [18] presented in Chapter 6 to multirate multicode

DS-CDMA. The main difference is in the so-called “Reference Signal Generation” and

“Combine and Despread” blocks. These two blocks are designed in stacks using a critical

sampling analysis filter with decimation/expansion rate equal to the class index q. When
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a user wants to transmit using class q service, for example, it sends a request to the bases-

tation. The basestation then sets q accordingly in both Reference Signal Generation and

Combine and Despread blocks to adapt to the request. The proposed configuration for

multicode CDMA is thus flexible and capable of dynamical adaptation to the multirate

transmission requests from subscribers (mobile stations)

7.3 Signal Model

In order to explore the performance of the configuration in multipath frequency selective

fading channel, we assume that the signal from user (l, q) is incident at the basestation

array with Pl,q paths in which path p (p ∈ 0, 1, 2, ..., Pl,q − 1) has amplitude αp,l,q, delay

τp,l,q and arrival angle θp,l,q. Also, in order to realize the effect of MAIs, particularly, the

effect of high rate users on the low rate users, we assume that there are Kq users in use

for class q. Considering the effect of all users and noise, the received signal at the array is

given by

x(t) =

Q∑

q=1

Kq∑

l=1

Pl,q∑

p=1

αp,l,qsp,l,q(t− τp,l,q)a(θp,l,q) + n(t). (7.2)

where sp,l,q(t− τp,l,q) and a(θp,l,q) are the signal and array response corresponding to path

p of user (l, q), respectively. For a linear array antenna, a(θp,l,q) is given by

a(θp,l,q) =
[
1 e−j

2πd
λ

sin θp,l,q . . . e−j
2(N−1)πd

λ
sin θp,l,q

]T
(7.3)

In equation (7.2), n(t) is the noise vector containing i.i.d element noises given by

n(t) =
[
n1(t) n2(t) . . . nM (t)

]T
. (7.4)

To perform adaptive signal processing in subbands, the received signal x(t) is decomposed

into subbands using analysis filter. The analysis filter employed in the proposed configura-

tion utilizes critical sampling, i.e., the received signal at each array element is decimated

with maximum rate K as for the SBAA-CDMA presented in the previous chapter.

Now if we denote the signal vector containing samples at subband n in the frequency

domain as x̃(n) then the covariance matrices in subbands are given by

R̃
(n)

= E
{(

x̃(n)
)∗(

x̃(n)
)T}

. (7.5)

In order to generate the receive antenna weights, one may use either a blind (reference

signal is created from the received signal) or a pilot training (reference signal is created

from a known training sequence). In this work, for simplicity we utilize the training
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method, in which the training data sequence is assumed to be a priori known at both the

mobile and base stations.

Assume that user (l, q) is taken as the desired user and its assigned spread code is

cl,q(t). After performing subcode concatenation, we obtain orthogonal subcodes ci,l,q(t)

as explained in the above section. After taking FFT the spread subcode of the effective

user (i, l, q) in frequency domain becomes

c̃
(n)
i,l,q =

K∑

k=1

ci,l,q(t− [k − 1]Tc)e
−j 2π

K
(n−1)(k−1). (7.6)

where Tc is the chip interval. Assume that the training data sequence of the user (l, q) is

dl,q(t) and thus the data training sequence of the effective user (i, l, q) after decimation is

di,l,q(t). The reference signal for the effective user (i, l, q) at subband n then is given by

r̃
(n)
i,l,q = di,l,q(t)c̃

(n)
i,l,q

=

K∑

k=1

di,l,q(t)ci,l,q(t− [k − 1]Tc)e
−j 2π

K
(n−1)(k−1).

(7.7)

Finally, the reference signal in frequency domain for the desired user (l, q) is given by

r̃
(n)
l,q =

Kq∑

i=1

K∑

k=1

di,l,q(t)ci,l,q(t− [k − 1]Tc)e
−j 2π

K
(n−1)(k−1). (7.8)

Since the localized feedback is applied, the reference correlation vector is given by

p̃(n) = E
{

x̃(n)
(
r̃
(n)
l,q

)∗}
. (7.9)

If the MSE is taken as a criterion to optimize the array weights then the weight vectors

in subbands are given by the Wiener-Hopf as

w̃(n) =
(
R̃

(n)
)−1

p̃(n). (7.10)

The subband signals after being weighted by the optimal weights are combined accord-

ing to each subband and the IFFT is then performed on the subband combined signals

f̃ (n) to give signals ȳk(t) at the IFFT output taps. Let us arrange the IFFT output tap

signals and subcodes for effective users in the vector form as

ȳ(t) = [ȳ1(t) ȳ2(t) . . . ȳK(t)]T, (7.11)

ci,l,q = [ci,l,m(1) ci,l,q(2) . . . ci,l,q(K)]T. (7.12)

The parallel outputs yk(t) after being despread and combined are then given by
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yk(t) =

Kq∑

i=1

ȳT(t)c∗i,l,q. (7.13)

Finally, the array output y(t) is obtained by interpolating yk(t). For critical sampling, the

interpolation is equivalent with P/S conversion.

7.4 Output SINR

The output SINR of the proposed configuration of SBAA for multirate multicode DS-

CDMA is calculated via the cross-correlation coefficient given by (4.30)

ρ =
E
{∑K

l=1 yl(t)r
∗
l (t)

}

√
E
{∑K

l=1 |yl(t)|2
}
E
{∑K

l=1 |rl(t)|2
} , (7.14)

where r(t) is the reference signal in time domain. Since user (l,m) is taken as the desired

user, r(t) is given by

r(t) = sl,m(t). (7.15)

The output SINR is finally computed via the correlation coefficient as

SINRout =
|ρ|2

1 − |ρ|2 , (7.16)

7.5 Diversity Gain Maximization using Cyclic Prefix Spread

Code.

In wideband multirate CDMA systems, delay spread caused by multipath frequency selec-

tive fading is the factor that limits high data rate transmission. When data rate increases,

the effect of ISI becomes more severe and thus combating multipath fading must be taken

seriously.

Subband adaptive array as we presented so far has been shown to be able to miti-

gate multipath fading [2, 16]. However, the performance of SBAA degrades as the delay

spread increases [16] and thus multipaths with large delay are not mitigated (refer to

Chapter 6). In this section we propose a new scheme of CDMA, where different from the

conventional DS-CDMA there is a cyclic prefix inserted in the user spreading code. We

call the scheme cyclic prefix spreading code DS-CDMA. The combination of the SBAA
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Figure 7.3: Cyclic Prefix Spreading Code for DS-CDMA.

configuration presented in the above section with cyclic prefix spreading code DS-CDMA

in order to mitigate multipath fading and achieve maximum diversity gain in multipath

fading environment is presented below.

Consider a multirate multicode DS-CDMA system where user (l, q) is assigned a unique

code cl,q(t). After the subcode concatenation process the class q physical user has q

subcodes for its q effective users as described in the previous section. The subcode for the

effective user (i, l, q) is recalled from (7.12).

Assume that the channel suffers from multipath frequency selective fading with max-

imum delay of L chips and that LCP chip cyclic prefix is utilized in the spreading code,

the new subcode of length (K + LCP ) × 1 for user (i, l, q) is given by

ĉi,l,m =[ci,l,m(K − LCP + 1) . . . ci,l,m(K)

ci,l,m(1) ci,l,m(2) . . .

ci,l,m(K − LCP + 1) . . . ci,l,m(K)]T, (7.17)

where the last LCP chips in the spreading code have been copied and inserted into the front

of the code vector. The idea of inserting a cyclic prefix into the spreading code is similar

with that used for single carrier frequency domain equalization [48, 49] and frequency

domain beamforming [12, 15, 50] in Chapter 5. However, the method of implementation

and its application to multicode DS-CDMA are novel. We shall call this new code scheme

the cyclic prefix spreading code. The illustration of the cyclic prefix spreading code is given

in Figure 7.3

When the cyclic prefix spreading code is used in the transmit side (subscriber’s side),

the proposed SBAA configuration of Figure 7.2 needs only small modification in the anal-

ysis filter, which is similar to that explained in [15]. Besides this modification, no other

changes are necessary to implement the combination of the proposed SBAA with the cyclic

prefix spreading code.

Using this proposed cyclic prefix spreading code may cost some losses in the trans-

mission efficiency, however, the diversity gain can be maximized as we shall see from

simulation results in the next section.
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Table 7.1: Simulation model for SBAA for multicode DS-CDMA.

Parameter Value

Type of array linear with d = λ/2
Number of antennas M = 4
Number of subbands K = 32
Type of modulation DS-BPSK
Data length 640 symbols per effective user
User code Gold code with PG = 31
Classes of services Class 1, Class 2 and Class 3
Number of user per class 1 user
Adaptive algorithm Sample Matrix Inversion (SMI)
Input SNR 0dB for effective user
Subcode concatenation Walsh function

7.6 Simulation Results.

We now explore the performance of the proposed scheme of SBAA for multirate multicode

DS-CDMA using computer simulation. We set up a simulation with parameters as shown

in Table 7.1. In our simulation, each of 3 class users is assigned a unique PN Gold code.

The subcode concatenation is done using Walsh function. Since new orthogonal subcodes

require length of order 2 and the number of subbands used for simulation is K = 32,

either one “0” or “1” is padded to the Gold code sequence. The selection of “0” or “1”

to be padded depends on the balance between the number of “0” and “1” in the Gold

code sequence. In the following simulations we always assume perfect synchronization

and power control in the system. Here the perfect power control assumption means that

signals from all users in the same cell site arrive at the basestation with the same power.

7.6.1 MAI Cancellation Performance

We first investigate the interference cancelling capability of the proposed scheme of SBAA

for multirate multicode CDMA. A single path propagation environment is assumed with

3 different class users, namely, class 1, class 2 and class 3 users. The received signals from

class 1 to class 3 users arrive at the array from 0◦, −25◦ and 30◦, respectively. The array

beampattern and output SINR for each class user are shown in Figure 7.4. It is seen

that the array can appropriately create main beam toward the desired user while pointing

beampattern nulls toward MAI sources. Moreover, the same output SINRs obtained for all

three class users reveal that the effect of high data rate users on low rate users is resolved

by using the proposed configuration.
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Figure 7.4: Beampatterns and output SINRs in single path environment. M = 4, d = λ/2,
K = 32, 640 BPSK symbols per effective user, Input SNR=0dB, SMI algorithm.

7.6.2 Effect of Cyclic Prefix Spreading Code in Multipath Frequency

Selective Fading Channel

In order to show how the proposed cyclic prefix spreading code can maximize the diversity

gain in multipath frequency selective fading channel, we assume a typically simple 2 path

model for all 3 class users, where there are one direct and one delayed path incident at the

array from 0◦ and 30◦, respectively. The delay of the direct path is set to 0 while that of

the delayed ray is varied to obtain output SINRs versus delay of delayed ray. The output

SINRs obtained for the 3 class users for LCP = 0 and LCP = 8 chips are illustrated in

Figure 7.5. It is noticed that when the cyclic prefix is employed in the spreading code,

the output SINR is maximized to the upper theoretical limit

SINRout[dB] =10 log10(N) + 10 log10(K) + 10 log10(2)

=24.08dB.
(7.18)

Whereas, if cyclic prefix is not utilized or if the delay of the delayed path exceeds the

employed cyclic prefix then the 3dB path diversity gain is not achieved. In that case, the

output SINR decreases to the lower theoretical limit of 21dB as the delay of delayed ray

increases. We also see that the output SINR is slightly better for low rate users. The

reason for this is that SBAA often gives better SINR gain for low power users, which was
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Figure 7.5: Output SINR versus delay of delayed ray. M = 4, d = λ/2, K = 32, 640 BPSK
symbols per effective user, Input SNR=0dB, SMI algorithm, 2-path model.

clearly shown in Chapter 4.

The effect of use of cyclic prefix spreading code on beampattern and output SINR

for each class user in a more practical multipath fading environment is shown through

Figures 7.6.(a) to 7.6.(c). The assumed propagation environment is similar to that used in

Figure 7.4. However, in the received signal of each class user it is assumed that there are 2

more delayed rays with the same delay of 7 chips incident at −5◦ and +5◦ apart from the

direct path. In the simulation, we assume that both the two delayed rays have the same

power as that of the corresponding direct ray. The figures show that use of cyclic prefix

spreading code helps to improve array beampatterns in that the main beam with larger

gain is created toward the desired user while still keeping the pattern nulls deeply pointed

toward MAI sources. Consequently, the output SINRs for all class users are maximized to

around 24dB. It is also noticed that the SINR gains achieved for class 2 and class 3 users

are better than that for class user 1. This observation coincides with that revealed from

Figure 7.5. In order to show whether incident directions affect the obtained SINR gains of

different class users, we swapped positions of the 3 class users for one another. We have

found that in spite of its incident direction, the SINR gain achieved for the class 1 user

is always about 6dB (25dB with CP and 19dB without CP); whereas those obtained for

class 2 and 3 users are 10dB (24dB with CP and 14dB without CP). This implies that

those with multiple codes can have better SINR gains that of the single code user.

Next, the output SINRs of the proposed configuration against the number of array

92



7.6. Simulation Results.

−100 −80 −60 −40 −20 0 20 40 60 80 100
−15

−10

−5

0

5

10

Angle[degrees]

Po
w

er
 p

at
te

rn
 [d

B
]

L
CP

=0 chip
L

CP
=8 chips

Delay [chips] 7 0 7 7 0 7 7 0 7 

SINR
out

=24.98dB 

SINR
out

=18.65dB 

(a) Beampattern of class 1 user
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Figure 7.6: Beampatterns in multipath fading environment. M = 4, d = λ/2, K = 32, 640
BPSK symbols per effective user, Input SNR=0dB, SMI algorithm, 3-path model.
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symbols per effective user, Input SNR=0dB, SMI algorithm.

elements in the above assumed multipath fading environment are shown in Figure 7.7. It

is clearly shown that the more array elements are used the larger space diversity can be

achieved, and thus better output SINR is obtained. Another interesting observation from

Figure 7.7 is that the SINR gain due to cyclic prefix spreading code is better obtained for

array with smaller number of elements. This can be explained by the fact that when the

number of employed array elements is small the path diversity gain obtained by the array

is also small and thus the difference between obtained and the maximum SINRs is large.

Therefore, the effect of cyclic prefix spreading code is apparent. However, as the number

of array elements increases the path diversity gain is improved accordingly causing the

obtained output SINR to reach closely the maximum value. Consequently, the effect of

cyclic prefix spreading code is clearly smaller in this case.

7.6.3 BER Performance in Multiuser Frequency Selective Channel

Bit error rates (BERs) of different class users are illustrated in Figure 7.8. In order to

obtain the BERs, we obtained the signal model in Figure 7.6 and generated 9 more users

(3 users per each class) with random angles of arrival. In each user signal, as in the above

simulations we assume that there 2 more delayed paths incident at +5◦ and −5◦ apart

from the center path with random delays but smaller than the utilized cyclic prefix length.

Moreover, powers of all the direct and delayed paths are set equal. For each class, we take
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Figure 7.8: BERs of different class users. M = 4, d = λ/2, K = 32, SMI algorithm, 4
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a user with the same parameters used for Figure 7.6 as the desired user into investigation.

Simulations are then carried out for 30 times. The obtained BERs are then averaged and

plotted versus the input SNRs before combining and despreading. It is easy to realize that

use of cyclic prefix spreading code can improve BER performance of SBAA for multicode

CDMA, particularly, for class 3 user.

Diversity Gain versus Transmission Efficiency

We have shown that by using cyclic prefix spreading code, the diversity gain can be

maximized and thus large amount of diversity gain can be achieved. The longer the cyclic

prefix is, the better diversity gain can be gained depending on the channel order. However,

as we stated above adding a cyclic prefix into the spreading code would lead to a decrease

in transmission efficiency. Thus the transmission efficiency, defined in (5.36)

η =
K

K + LCP
(7.19)

should be considered to balance the cyclic prefix and diversity gain. In our simulation,

since 8 chips were inserted into 32 chip code sequence, the efficiency is η = 32
32+8 =

80% which is equivalent to the transmission efficiency loss of about 10 log10
32+8
32 ' 1dB.

However, at least 3dB diversity gain was obtained for the simple case of 1 direct and 1

delayed ray in Figure 7.5. For a richer scattering environment such as with 2 delayed rays
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7.7. Summary

in Figure 7.6, it may be possible to get up to 10dB gain as revealed from Figure 7.6.(b)

and Figure 7.6.(c). Clearly, it is deserved to sacrifice 1dB loss in transmission efficiency to

receipt of 10dB diversity gain. Since the practical propagation environment often contains

a large number of delayed rays, and thus larger diversity gain can be expected by using

cyclic prefix spreading code.

7.7 Summary

We have proposed a novel configuration of SBAA for multirate multicode DS-CDMA

systems. It was shown that the proposed configuration can effectively suppress MAIs and

eliminate the effect of high rate users on low rate users which often happens in multirate

CDMA systems. We have also proposed a new scheme of DS-CDMA with cyclic prefix

spreading code. Simulation results showed that the combination of the proposed SBAA

with the cyclic prefix spreading code CDMA helps to maximize diversity gain in multipath

fading environment.
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Chapter 8

Conclusion and Future Work

This chapter summarizes the results of this work and describes open topics for the future

research. Finally, conclusion of the work is included.

8.1 Conclusions

In this work, the fundamentals of adaptive array were reviewed in Chapter 2. Chapter

3 described basic operations and components of SBAA and discussed the configuration

SBAA as well as the motivations to use SBAA in mobile communications. Performance of

SBAA and SBAA-CP were analyzed using theoretical method in Chapter 4 and Chapter

5, respectively. Finally, two novel configurations of SBAA for DS-CDMA in Chapter 6

and for the wideband multirate multicode DS-CDMA in Chapter 7.

According to the numerical and simulation results shown in this work, the following

concluding remarks are obtained

• Performance of SBAA

1. Detailed mathematical models for performance analysis of both SBAA and

SBAA-CP were successfully developed. The models give exact expressions for

subband signals, subband optimum weights, array output and the output SINR.

The developed models are simple and can be applied for various types of adap-

tive array.

2. It was shown that the output SINR of SBAA and TDLAA are the same in sin-

gle path propagation environment. However, in multipath frequency selective

fading channel provided that the same number of TDLs and subbands are uti-

lized, performance of SBAA is slightly worse than that of TDLAA depending

on the input SNR and delay spread of the channel. SBAA is however, superior

to TDLAA in having significantly reduced computational complexity.
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8.2. Future Work

3. Combining with cyclic prefix data transmission scheme, SBAA-CP can achieve

the same performance of TDLAA in trade-off of the transmission efficiency.

The configuration of SBAA-CP can be developed to become a software antenna

which can be reconfigurable to adapt to the multipath fading channel.

4. Performance of SBAA-CP when the delay spread is larger than the cyclic prefix

length is simply the performance of SBAA shifted by LCP samples in the time

axis.

• Applications of SBAA to DS-CDMA

1. A novel generalized configuration of SBAA for DS-CDMA was proposed. The

proposed configuration has implicitly RAKE function and expresses compara-

tively equivalent performance of the 2D-RAKE while outperforming 2D-RAKE

in computation complexity. The configuration is thus can be well applied for

DS-CDMA, particularly, in the frequency selective channel with small delay

spread.

2. A novel generalized configuration of SBAA for multirate multicode DS-CDMA

was proposed. The configuration is flexible, which allows the array to eas-

ily adapt to multirate requests from subscribers. Both MAI and interference

by high data rate users on low data rate users are suppressed using the the

configuration.

3. Use of cyclic prefix spreading code can maximized diversity gain of SBAA for

DS-CDMA in the multipath frequency selective fading channel.

• Applications of cyclic prefix in wideband multipath frequency selective

fading channel.

1. Single carrier cyclic prefix data transmission and cyclic prefix spreading code

are effective methods to maximize diversity gain in the wideband multipath

frequency selective fading channel.

8.2 Future Work

Referring to the above conclusions, there are several areas of this work which could be

extended for future research.

1. In this work SINR was taken as the performance criterion for analysis. Further

analysis using other criteria such as frame error rate (FER) or BER would probably

provide better understanding on the SBAA performance.
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8.2. Future Work

2. Analysis in Chapters 4 and 5 focused mainly on the effects of multipath fading on the

performance of SBAA. Additional analysis under multipath fading plus interference

would provide additional insight into the performance of SBAA.

3. Performance of the two proposed configurations of SBAA for DS-CDMA and the

multicode DS-CDMA was investigated using computer simulation. Analysis of the

configurations using theoretical method is still opened for further research.

4. Almost all configurations of SBAA were introduced for forward link beamforming.

Applications of SBAA to downlink beamforming and MIMO systems could be an

interesting topic for further study.

5. Cyclic prefix is an effective method to improve the array performance in the fre-

quency selective channel. Recently, applications of cyclic prefix in single carrier fre-

quency domain equalization for space-time block code were also proposed in [58, 59].

It is possible to replace the frequency domain equalizer by a SBAA-CP. How to

modify SBAA-CP configurations for space-time block code and performance results

of the combined space-time code and SBAA-CP would be of particularly interesting.

6. Due to the similarity in the configuration of SBAA and adaptive array for OFDM,

using the analytical model for SBAA to analyze performance of adaptive array for

OFDM may be an interesting topic.
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Appendix A

Derivation of R
(n)
mv,pp for SBAA-CP

Assume that there are multipath 2 paths, for example, paths p and q, incident at the array.

For simplicity, let us consider the case m 6= v so that noise components are uncorrelated

with signals and does not appear in our calculation. In this case, ε
(n)
mv are given by

ε(n)
mv = E

{ K∑

k=1

(
s1,p(t− [k − 1]Ts)e

−j(m−1)ψp + s1,q(t− [k − 1]Ts)e
−j(m−1)ψq

)∗
E∗
n,k

K∑

k=1

(
s1,p(t− [k − 1]Ts)e

−j(v−1)ψp + s1,q(t− [k − 1]Ts)e
−j(v−1)ψq

)
En,k

}
. (A.1)

Using (5.6) we can express (A.1) as

ε(n)
mv = E

{ K∑

k=1

s∗1,p(t− [k − 1]Ts)e
j(m−1)ψpE∗

n,k

K∑

k=1

s1,p(t− [k − 1]Ts)e
−j(v−1)ψpEn,k

}

+ E
{ K∑

k=1

s∗1,p(t− [k − 1]Ts)e
j(m−1)ψpE∗

n,k

K∑

k=1

s1,q(t− [k − 1]Ts)e
−j(v−1)ψqEn,k

+
K∑

k=1

s∗1,q(t− [k − 1]Ts)e
j(m−1)ψqE∗

n,k

K∑

k=1

s1,p(t− [k − 1]Ts)e
−j(v−1)ψpEn,k

}

+ E
{ K∑

k=1

s∗1,q(t− [k − 1]Ts)e
j(m−1)ψqE∗

n,k

K∑

k=1

s1,q(t− [k − 1]Ts)e
−j(v−1)ψqEn,k

}

= R(n)
mv,pp +R(n)

mv,pq +R(n)
mv,qq.

(A.2)

The closed form of R
(n)
mv,pq is calculated for different cases as follows.
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A.1. Case 1: p = q

s t
( )i ( -4 )Ts s t

( )i ( ) s t
( )i

( - )Ts

s t
( )i ( -4 )Ts s t

( )i ( ) s t
( )i ( - )Ts
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s t
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s t
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s t T
( )i ( -3 )s

s t
( )i ( -3 )Ts

Figure A.1: Illustration of correlation between 2 multipaths. Case 2: K = 5, LCP = 2,
Lp = 1, Lq = 2.

A.1 Case 1: p = q

In this case, it is straightforward from (A.2) that

R(n)
mv,pp = Kξ2pe

j(m−v)ψp . (A.3)

A.2 Case 2: p 6= q and Lp ≤ LCP , Lq ≤ LCP

Denote frame i of the transmit signal as s(i)(t), s(i)(t − Ts), ..., s(i)(t − [K − 1]Ts). Note

that the signals of paths p and q can be expressed as sp(t) = ξps(t − LpTs) and sq(t) =

ξqs(t−LqTs), respectively. Now let us consider the first term of R
(n)
mv,pq which is given by

E
{ K∑

k=1

s∗1,p(t− [k − 1]Ts)e
j(m−1)ψpE∗

n,k ·
K∑

k=1

s1,q(t− [k − 1]Ts)e
−j(v−1)ψqEn,k

}

= E
{
ξp

[
s∗(t− [K − Lp]Ts) + . . .+ s∗(t− [K − 1]Ts)e

j 2π
K

(n−1)Lp + s∗(t)ej
2π
K

(n−1)(Lp+1)

+ s∗(t− [K − Lp − 1]Ts)e
j 2π
K

(n−1)(K−1)
]
ξq

[
. . .+ s(t− [K − Lp − 1]Ts)e

−j 2π
K

(n−1)(Lq−Lp−1)

+ s(t− [K − Lp]Ts)e
−j 2π

K
(n−1)(Lq−Lp) + . . .+ s(t− [K − 1]Ts)e

−j 2π
K

(n−1)Lq

+ s(t)e−j
2π
K
n−1(Lq+1) + . . .

]}
ej{(m−1)ψp−(v−1)ψq}ej{(m−1)ψp−(v−1)ψq}.

(A.4)

107



A.3. Case 3: p 6= q and Lp ≤ LCP , Lq > LCP

Using the illustration in Figure A.1 and noting that ej
2π
K

(n−1)K = e−j
2π
K

(n−1)K = 1, ∀n,

after some mathematical manipulations (A.4) becomes

E
{ K∑

k=1

s∗1,p(t− [k − 1]Ts)e
j(m−1)ψpE∗

n,k

K∑

k=1

s1,q(t− [k − 1]Ts)e
−j(v−1)ψqEn,k

}

= ξpξq

{[
K − (Lq − Lp)

]
e−j

2π
K

(n−1)(Lq−Lp) + (Lq − Lp)e
j 2π
K

(n−1)[K−(Lq−Lp)]
}

· ej{(m−1)ψp−(v−1)ψq}

= Kξpξqe
−j 2π

K
(n−1)(Lq−Lp)ej{(m−1)ψq−(v−1)ψp}

(A.5)

Following the calculation in (A.4) and (A.5), the second term of R
(n)
mv,pq can be found as

E
{ K∑

k=1

s∗1,q(t− [k − 1]Ts)e
j(m−1)ψqE∗

n,k ·
K∑

k=1

s1,p(t− [k − 1]Ts)e
−j(v−1)ψpEn,k

}

= Kξpξqe
j 2π
K

(n−1)(Lq−Lp)ej{(m−1)ψp−(v−1)ψq} (A.6)

Combining (A.5) and (A.6) we can obtain R
(n)
mv,pq as

R(n)
mv,pq = 2Kξpξqe

j
(m−v)(ψp+ψq)

2 cos

[
(m+ v − 2)(ψq − ψp)

2
− 2π

K
(n− 1)(Lq − Lp)

]
. (A.7)

A.3 Case 3: p 6= q and Lp ≤ LCP , Lq > LCP

By doing similarly as for Case 2, R
(n)
mv,pq is obtained as

R(n)
mv,pq = ξpξq

{
[K − (Lq − Lp)]e

−j 2π
K

(n−1)(Lq−Lp) + (LCP − Lp)e
j 2π
K

(n−1)[K−(Lq−Lp)]
}

·ej{(m−1)ψq−(v−1)ψp)} + ξpξq

{
[K − (Lq − Lp)]e

j 2π
K

(n−1)(Lq−Lp)

+(LCP − Lp)e
−j 2π

K
(n−1)[K−(Lq−Lp)]

}
ej{(m−1)ψp−(v−1)ψq)}

(A.8)

which finally becomes

R(n)
mv,pq = 2(K − Lq + LCP )ξpξqe

j
(m−v)(ψp+ψq)

2

· cos
[
(m+ v − 2)(ψq − ψp)

2
− 2π

K
(n− 1)(Lq − Lp)

]
.

(A.9)
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A.4. Case 4: p 6= q and Lp > LCP , Lq > LCP

A.4 Case 4: p 6= q and Lp > LCP , Lq > LCP

Using the calculation in Case 2, R
(n)
mv,pq in this case is given by

R(n)
mv,pq = ξpξq

[
K − (Lq − Lp)

]
e−j

2π
K

(n−1)(Lq−Lp)ej{(m−1)ψq−(v−1)ψp}

+ ξpξq
[
K − (Lq − Lp)

]
ej{(m−1)ψp−(v−1)ψq}ej

2π
K

(n−1)(Lq−Lp)

= 2(K − Lq + Lp)ξpξqe
j

(m−v)(ψp+ψq)

2

· cos
[
(m+ v − 2)(ψq − ψp)

2
− 2π

K
(n− 1)(Lq − Lp)

]
. (A.10)
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